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Physical limitations to efficient high-speed spin-torque switching in magnetic tunnel junctions
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We have investigated the physical limitations to efficient high-speed spin-torque switching by means of
write error rates both experimentally as well as through macrospin simulations. The spin-torque-induced write
operations were performed on in-plane MgO magnetic tunnel junctions. The write error rates were determined
from up to 106 switching events as a function of pulse amplitude and duration (5 to 100 ns) for devices
with different thermal stability factors. Both experiments and simulations show qualitatively similar results.
In particular, the write error rates as a function of pulse voltage amplitude increase at higher rates for pulse
durations below ≈50 ns. Simulations show that the write error rates can be reduced only to some extent by the
use of materials with perpendicular anisotropy and reduced damping, whereas noncollinear orientation of the
spin current polarization and the magnetic easy axis increases the write error rates. The cause for the write error
rates is related to the underlying physics of spin-torque switching and the occurrence of the stagnation point on
the magnetization switching trajectory where the spin-torque disappears and the device loses the energy needed
to switch. The stagnation point can be accessed either during the initial magnetization distribution or by thermal
diffusion during the switching process.
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I. INTRODUCTION

Spin-transfer-torque1,2 random access memory (STT-
RAM) based on MgO magnetic tunnel junctions (MTJ) is
of great interest for nonvolatile memory applications.3,4 Sig-
nificant progress has been made recently in the development
of MgO MTJ’s suitable for STT-RAM devices, and there are
predictions that STT-RAM can be scaled down to the 22-nm
node.5–7 For a functional device, however, many parameters
are important, among which is the ability to reliably switch
the magnetization by means of short (nanosecond) voltage
pulses.8 The probability that the magnetization does not
switch in response to an applied voltage (current) pulse
that is expected to switch the magnetization at V > V c0

(I > Ic0) (Ref. 9) is commonly referred to as the write
error rate (WER).10,11 The prediction is that a tolerable WER
should be 1.5 × 10−7 − 6 × 10−10 depending on the error
correction code,7,12 subject to the constraint that the switching
voltage at a particular WER has to be well below the lowest
value of the tunnel junction breakdown voltage Vbd (∼=1 V)
(Refs. 13–15). To make STT-RAM compatible with the scaling
of complementary metal-oxide semiconductor technology, the
intrinsic switching current density (Ic0/area) needs to be
reduced to below 2 × 106 A/cm2, while keeping the thermal
stability (� = Ebarrier/kBT ) (Ref. 16) above the value of 40
for data retention times of ten years.4 As we discuss below,
for simple in-plane magnetized devices, achieving such low
WER within these constraints is hampered by the existence of
a “stagnation point” during the switching process where the
switching energy is suddenly lost.

The intrinsic switching current of in-plane STT-RAM is
proportional to17

Ic0 ∝ α Ms

cos(φ) P
(Hx

k + Hz
k−eff), (1)

where α is the material dependent damping, Ms is the free layer
saturation magnetization, φ is the in-plane angle between the
spin-current polarization and the free-layer easy axis, P is

the spin-current polarization, Hx
k is the free-layer in-plane

anisotropy field, Hz
k−eff is the free layer effective out-of

plane demagnetization field (Hz
k−eff = Hz

d − Hz
k ), Hz

d is the
free-layer out-of-plane demagnetization field, and Hz

k is the
free layer out-of-plane anisotropy. The in-plane anisotropy
field arises predominantly from bit shape and is usually much
smaller than the out-of-plane anisotropy, which is due to
either surface or crystalline anisotropies. Thus Ic0 can be
manipulated by changing α, Ms , P , or the in-plane polarization
angle φ, or by introducing perpendicular anisotropy Hz

k , while
keeping Ms in-plane.18 In this paper, we present measurements
of the WER of in-plane MgO MTJ’s by attempting to
switch the device state 106 times at various voltage pulses
and durations, and compare our experimental results with
macrospin simulations. We also determine the dependence of
the WER on the parameters mentioned above that influence
the switching current: �, α, Hz

k , and in- and out-of-plane
polarization angles φ, θ . We did not study how P and Ms

affect the WER since P is already assumed to be high (we use
P = 0.8 in the simulations), and changing Ms affects the value
of �, which complicates the analysis.

II. EXPERIMENTAL RESULTS

Our experimental setup consists of a 10 GS/s arbitrary
function generator, a nanoscale MgO MTJ embedded into a
coplanar waveguide structure, and a 13 GHz digital storage
oscilloscope.19 The devices were processed from a starting
thin-film stack:20 5 Ta/15 PtMn/2.3 Co70Fe30/0.8 Ru/2.5
Co40Fe20B40/0.87 MgO/1.5 Co40Fe40B20/10 Ta/7 Ru (thick-
ness in nm). We performed experiments on numerous devices,
but for clarity we present here data from only three devices. The
devices are elliptical nanopillars of dimensions 150 × 50 nm,
210 × 70 nm, and 240 × 80 nm, with corresponding � = 42,
63, and 74, respectively. The easy magnetization axes for the
free and polarizing layers are collinear in the film plane, and
the free layers in all devices have significant perpendicular
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FIG. 1. (Color online) Experimental WER results for three
different devices at different pulse durations. The measured V c0 are
approximately 0.25, 0.28, and 0.32 V for devices with � = 42, 63,
and 74, respectively.

anisotropy (≈80% of Ms). Our test procedure is as follows:
We set the device state to the high (low) resistance state with a
reset pulse, record the initial state with a small read signal,
apply a write pulse, and record the device state after the
write pulse. The procedure is repeated 106 times to acquire
enough statistical data to reliably determine the switching
probability (Psw). We performed both high-to-low and low-
to-high resistance switching, which show qualitatively similar
behavior, and we present here only the data for high-to-low
resistance switching.

Figure 1 shows the WER (WER = 1 − Psw), as a function
of the write voltage amplitude for several different pulse
durations. It can be seen that all devices, regardless of size,
show similar behavior when plotted on a normalized voltage
scale (V/V c0). At long pulse widths (�50 ns), the WER
decreases sharply (has a large slope), and the voltage needed
to achieve WER less than 10−5, for example, is only slightly
above V c0, which is in agreement with the recent results.10

All WER at long times (100 ns-1 μs) have roughly the
same slope. However, at shorter times (�10 ns) the WER
falls off more slowly with increasing voltage (has smaller
slope), and the voltage needed to achieve a WER of 10−5

is significantly higher (extrapolation gives ≈1.85V c0 at 10 ns
and ≈2.7V c0 at 5 ns). This general behavior appears in all
of the tens of devices we tested, and presents a significant
problem for STT-RAM devices that need to operate at write
times of ≈10 ns since reliable switching would require applied
voltages that are a significant fraction of Vbd . In a minority of
devices, we also observed nonsingle-exponential decay of the
WER (not shown here) that was recently reported in Ref. 11,
and further exacerbates the issue. Here, we focus only on
the parameters that affect the WER in devices that have a
well-defined single-exponential decrease of the WER with
voltage/current.

III. MACROSPIN SIMULATIONS

To better understand the switching behavior in these
devices, the origin of the WER, and the methods to improve
the WER, we performed numerical simulations of spin-torque-
induced switching by use of a macrospin model with finite
temperature21 with the following parameters: μ0Ms = 1 T,
α = 0.01, T = 300 K, μ0Hext = 0 T (no external field),
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FIG. 2. (Color online) WER simulation data for devices with:
(a) � = 44, Ic0 = 0.34 mA (filled circles) and � = 89, Ic0 =
0.58 mA (open circles) and μ0H

z
k = 0 T; (b) � = 44, Ic0 = 0.16

mA (filled squares) and � = 89, Ic0 = 0.28 mA (open squares) and
μ0H

z
k = 0.5 T.

P = 0.8 (polarization of spin injection current), and �= 1
(spin-torque asymmetry). The field-like torque term and the
Ohmic heating were not included in the simulations. At
each value of the injected current, the switching probability
was determined with up to 3 × 105 switching trials.22 The
simulated structures have dimensions 150 × 50 × 2 nm, and
250 × 50 × 2 nm, with � = 44 and 89, respectively. Fig-
ure 2(a) shows the WER for two different devices simulated
without any perpendicular anisotropy (μ0H

z
k = 0 T) at 5, 10,

and 100 ns. Although micromagnetic simulations are needed to
fully describe the switching process, we find that the macrospin
model qualitatively reproduces the results shown in Fig. 1.
The simulations show a simple exponential decrease of the
WER (the linear region on the semilogarithmic plots) and
qualitatively agree with the experimental data shown in Fig. 1
insofar as the WER slope decreases with decreasing pulse
time. We see that when plotted on a normalized current scale
(I/Ic0) the WER does not depend on �, which agrees with
recent theoretical predictions23 and with our data.

In Fig. 2(b), we have included the results of simulations with
perpendicular anisotropy μ0H

z
k = 0.5 T (Hz

k < Hd
k ). At long

times (�100 ns), the Hz
k > 0 does not strongly influence the

WER when plotted on the normalized current scale (I/Ic0),
but at shorter times (�10 ns) the nonzero Hz

k slightly increases
the WER for a given I/Ic0. However, Hz

k also affects Ic0,
and to directly compare the effect of nonzero Hz

k , we plot
in Fig. 3(a) the WER versus absolute current I at 5 ns with
μ0H

z
k = 0 T and μ0H

z
k = 0.5 T for a device with � = 44.

Here, we see that the effect of Hz
k is to shift the WER

knee to lower absolute currents, keeping the same slope, thus
decreasing the WER at a given current. In the extreme case
that the Hz

k were increased to the point where the WER slope
intersects the current axis at I = 0 mA [dashed blue line in
Fig. 3(a)], then a current required for the WER of 10−4, for
example, would be reduced by roughly 50% compared to the
case with μ0H

z
k = 0 T. While such a device would not be

technically viable, this does show the ultimate limit of how
much the WER can be reduced by increasing Hz

k with the
given simulation parameters.

A similar reduction of the WER, at a given current, can
be achieved by a reduction of α as illustrated in Fig. 3(c).
By comparing Figs. 3(a) and 3(c), we can see that the WER
slope is not a function of Hz

k and α, indicating that the dashed
line represents a robust limit to the absolute WER. The plot
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FIG. 3. (Color online) WER simulation data for a device with
� = 44 at 5-ns pulse duration: (a,b) with μ0H

z
k = 0 T and μ0H

z
k =

0.5 T; (c,d) with different α at μ0H
z
k = 0 T; (e,f) at different angles

φ at μ0H
z
k = 0 T. The WER data are plotted vs. I in (a), (c), (e) and

vs. normalized current I/Ic0 in (b), (d), (f).

of the WER as a function of I/Ic0 in Fig. 3(d) gives the
impression that the WER becomes worse for lower α, which is
incorrect because Ic0 also decreases with decreasing α. Thus,
while plotting the WER on a normalized scale (I/Ic0) does
allow for direct comparison with theoretical predictions, doing
so can be also be misleading when comparing the effects of
device parameters on the absolute WER.

IV. DISCUSSION

As the behavior of the WER shown in Fig. 1 is qualitatively
reproduced by the macrospin model, this indicates that the
explanation of the increase in the WER at short times lies in
the basic underlying physics of spin-torque switching and the
thermal effects, while other effects such as micromagnetics
and device imperfections likely play a secondary role. The
cause of the WER increase appears to be associated with a
“stagnation point” or “zero-torque point”24,25 on the switching
trajectory where the spin polarization is parallel to the free
layer magnetization, so that the spin-torque vanishes. Thermal
fluctuations influence the switching process both by creating
a distribution of initial states at the onset of the pulse
and by inducing fluctuations during the switching process.
The distribution of initial states can include the stagnation
point leading to the WER, or thermal fluctuations during
the switching process can cause the switching trajectory to
diffuse back to the stagnation point, so that the energy in the
system is essentially dissipated. Once the energy is lost, the
magnetization might not have enough time to build up
the oscillations again and would fail to switch.

One potential way to test the influence of the distribution
of initial states on the WER is to rotate the angle between
the fixed and free layers. In Fig. 3(e), we plot the WER as a
function of the in-plane offset angle of the polarization with
respect to the free-layer easy axis, which only increases the
WER. By comparing Figs. 3(a), 3(c), and 3(e), we see that the
noncollinear orientation is detrimental because it increases Ic0

(Ref. 26), and does not strongly affect the slope of the WER.
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FIG. 4. (Color online) Distribution of magnetization components
at the pulse onset for switched and not-switched events. Inset:
probability of not-switching vs. transverse magnetization Mtr .

For completeness, we also plot the same data on a normalized
scale (I/Ic0) in Fig. 3(f). Here, the WER, as a function of
I/Ic0, is not dependent on φ. We also simulated the case where
the spin current polarization is tilted out of the film plane by
θ = 5◦−30◦ (not shown), in which case the WER considerably
increases, because the free layer magnetization can start to
oscillate around the out-of-plane axis. Our simulations also
show that the above-mentioned parameters improve the WER
only to some extent by decreasing the intrinsic switching
voltage, and not by increasing the WER slope which would be
more desirable. The lack of improvement when the angle of the
polarization layer is rotated with respect to the free layer axis
suggests that the thermal effects during the switching play an
important role in determining the WER and that the magnitude
of the spin torque at onset alone is less significant.

To look at this in a different way, in Fig. 4 we plot the
distribution of the initial magnetization states at the pulse
onset for each of the 3 × 105 simulated switching attempts,
of which there were about 3000 not-switched events. The
data correspond to the point in Fig. 2(a) having μ0H

z
k =

0 T, � = 44, I/Ic0 = 2, WER = 0.01, and 5-ns pulse
duration. Interestingly, the distributions of the components
of the initial transverse magnetization states (M ini

y and M ini
z )

for switched and not-switched events overlap. This shows that
the not-switched events do not simply correspond to a specific
subset of initial magnetization states, but that the stochastic
thermal fluctuations occurring during the switching process
also play a significant role.

This is supported by the plot of the probability of
not-switching versus the transverse magnetization [Mtr =√

(M ini
y )2 + (M ini

z )2] at the pulse onset shown in the inset of
Fig. 4. While the highest probability of not-switched events
does correspond to the lowest values of Mtr , the plot also shows
that starting with an initial transverse magnetization Mtr > 0
is also important in determining the WER. This indicates that
the initial magnetization conditions alone do not determine the
WER, and that the fluctuations occurring during the switching
process are as important in determining whether or not the
device will switch.
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V. SUMMARY

In summary, we have found experimentally that the physics
of spin-torque switching sets limitations on how efficiently
the switching can be performed at time scales less than
50 ns. This implies that write voltages/currents must be several
times larger than the nominal critical value to obtain reliable
switching with low WER at these time scales. The same
qualitative behavior is also seen in macrospin simulations,
indicating that this is a fundamental problem with the simple
STT-RAM structure. Simulations show that the WER can
be reduced to some extent by the use of materials with
perpendicular anisotropy and low damping. The WER is

caused by a combination of initial starting states that include
the stagnation point and thermal diffusion back to those states
during the switching process, which cannot be counteracted
by simply offsetting the angle of spin polarization from the
magnetic easy axis.
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