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Experimental studies of reactive diffusion during annealing of a film deposited on a substrate reveal that the
phase formation proceeds either simultaneously or sequentially depending on the film thickness and that its
time dependence exhibits a linear-to-parabolic time-dependence transition. This surprising behavior is inves-
tigated here theoretically at the atomistic scale via kinetic Monte Carlo simulations based on an Ising energetic
model that preserves the main thermodynamic properties of the model system under study, namely, a B
substrate with an fcc structure on which a thicker or thinner A film is deposited and annealed at a given
temperature. We show that the phase growth linear time dependence is related neither to an interface effect nor
to diffusion asymmetry but results from the first stage of phase formation in a local composition close to the
phase stoichiometry, whereas the following parabolic time dependence is due to the need for atom transport
before phase nucleation. In addition, the thickness-controlled sequential phase formation is attributed to the
existence of an asymmetric interdiffusion profile that results, even in the case of symmetric diffusion kinetics,
from the respective finite and semi-infinite nature of the film and of the substrate.
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I. INTRODUCTION

Solid-state reactive diffusion is a complex phenomenon
involving atom diffusion and phase transformation.1–3 It
plays a major role in many industrial processes
�metallurgy,4–6 microelectronics,7…� in which case it can be
either damaging or on the contrary advantageously used to
produce highly elaborated materials or structures. Although
the first studies of reactive diffusion were performed in the
metallurgy field at the microscopic scale, a strong need is
now felt for a more detailed understanding of its mechanisms
at the nanometer scale with the development of new pro-
cesses that allow for the production of a large variety of
nanostructures. At the same time, the macroscopic concepts
�such as atom diffusion, phase nucleation, and interfacial re-
action�, which entered the continuum models and linear
equations8–11 generally used, for example, in systems such as
silicides or germanides, have to be revisited at the atomic
scale. It has been experimentally observed, as far as interfa-
cial reaction is concerned, that the volume of a new phase
can grow according to a law proportional to time during a
first stage, and then to the time square root during a second
stage.1 Since kinetics is generally driven by the slowest phe-
nomenon, these observations were interpreted by considering
that these two regimes are controlled by two different
mechanisms that occur simultaneously during reactive diffu-
sion but that are of different importances at the beginning
and at the end of the process �or at different temperatures�.7
In this framework, the first regime is usually attributed to
interfacial-reaction kinetics since the thickness of the new
phase located between the reactant sources is sufficiently thin
to neglect the reactant diffusion kinetic through it. In con-
trast, as the time square-root behavior is characteristic of the
diffusion process, the second regime is usually attributed to
atom diffusion kinetics, the reactant diffusion in the new
phase becoming now the main limiting process due to the

increase in the growing phase thickness. Nevertheless, such a
macroscopic interpretation is not so straightforward at the
atomic scale if one considers nanoscale effects. In particular,
the linear dependence of the growth can be interpreted in
many different ways; a modification of the usual square-root
law in the case of nanoscale diffusion,12–15 the beginning of
phase nucleation,16 atom rearrangement processes at the in-
terface to build the growing phase �similar to
crystallization�,17–19 the permeability of the interface,20 or
finally important diffusion kinetic differences between the
reactants.21

Such dimensional effects on the reactive diffusion process
have been observed for several systems from intermetallic
couples such as Al-Au �Refs. 5 and 6� to silicide
formation.7,9 The reaction between 2-�m-thick pure layers of
two different elements �binary system� generally leads to the
simultaneous formation of all the phases present in their
phase diagram �at a given temperature�.5 On the contrary, if
the thickness of at least one of the layers is about tens of
nanometer, the formation of the phases can be sequential and
some of them can be missing.6 Despite that this nanometric
effect has been experimentally studied for years, its origin is
still under discussion.2,3,22 If several minima �several com-
pounds� exist in a binary system, thermodynamic equilib-
rium arguments based on the minimization of the enthalpy
fail to explain the sequential phase formation and to predict
which phases will be missing and which will be the first
phase to appear as the starting point of the phase sequence.1

Consequently, kinetic arguments have been proposed to
explain the experimental observations. However, it has been
shown that the missing phase phenomenon cannot be ex-
plained from arguments based only on diffusion-controlled
phase formation since in that case, the layer growth velocity
is infinite for ultrathin layers �no layer can shrink�.23 There-
fore, the generally accepted model to qualitatively explain
the sequential phase formation and the missing phase phe-
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nomenon considers both the diffusion and reaction
kinetics.8–11 Let us point out however that these models do
not account for the phase nucleation process but rather start
from an initial state in which some phases coexist between
the two pure layers. Then, the volume growth/reduction com-
petition between all the phases is simulated by considering
that diffusion-controlled and interfacial-reaction-controlled
processes are simultaneously operative, which indeed repro-
duces the linear to parabolic time-dependence transition of
the phase volume. In contrast to Kidson’s analysis,23 it is
found that depending on the diffusion flux ratios of the re-
acting elements in the different phases �which depend on the
diffusion and interfacial-reaction coefficients� some phases
may shrink while others should grow, leading to missing
phases. Furthermore, for a given phase, a critical thickness
may exist below which only this phase can grow, explaining
the possible occurrence of sequential phase formation. Actu-
ally, if the thickness of the layer deposited on the substrate is
smaller than this critical thickness, a single phase will grow
up to the total consumption of the initial film, after which a
second single phase can start growing if the thickness of the
first phase is also lower than a corresponding critical
thickness.

The goal of the present work is to further investigate re-
active diffusion at the atomic scale, using a model able to
simultaneously account for the equilibrium driving forces,
the diffusion and reaction kinetics, and the nucleation pro-
cess in order to better understand the atomistic meaning of
the reaction coefficient and to identify the origin of sequen-
tial phase formation. To this aim we use a kinetic Monte
Carlo �KMC� technique to simulate the kinetic evolution of a
model binary A /B system built on a rigid fcc lattice for two
A and B species which present a symmetrical phase diagram
�symmetrical phase formation enthalpy and solubility limit
around the 50% composition�, in absence of any diffusion
asymmetry �constant diffusion barrier�. Our simulations in-
deed lead to the two experimental transitions �from a linear-
to-parabolic time-dependence transition of phase growth on
the one hand, and from simultaneous-to-sequential phase for-
mation on the other hand� while clarifying their physical
origin. Thus, the linear time dependence of phase growth is
due to the first stage of atom ordering, which may be inter-
preted as a nucleation process, and is related neither to an
interface effect nor to diffusion asymmetry. Then, depending
on the initial thickness of the deposited film, three regimes
are observed: �i� phase coexistence for thick layers, �ii� qua-
sisimultaneous phase formation followed by sequential phase
dissolution for intermediate thicknesses, and �iii� sequential
phase formation for the thinnest layers. In this last case, the
sequential phase formation results from the existence, even
for symmetric diffusion kinetics, of an asymmetric interdif-
fusion profile due to the finite nature of the deposited layer
and the semi-infinite nature of the substrate.

II. KINETIC TIGHT-BINDING ISING MODEL

The goal of this study is not to simulate the reactive dif-
fusion in a given A /B binary system but more generally to
identify the atomic mechanisms that drive reactive diffusion

transformations and to correlate them with the experimental
macroscopic observations. To this aim both the energetic
model describing the interactions between the atoms and the
kinetic Monte Carlo simulation have to be simple enough to
allow us to use systematic calculations.

As the basis of the model has already been described in
several papers,24,25 here we only give a brief survey of the
energetic model used in our kinetic model. It is based on an
effective Ising Hamiltonian derived from electronic-structure
calculations tight binding Ising model �TBIM� for surface
segregation problems.26 More precisely, the total energy of
the binary system is decomposed in pairwise interactions be-
tween first neighbors VAA, VBB, and VAB, under the constraint
that these interactions preserve both the difference in surface
energies between the A and B elements ���=Z��VAA−VBB�,
Z� being the number of broken bonds at the surface�, and the
essential thermodynamics of the AcB1−c alloy that is driven
by the value of the single parameter V= 1

2 �VAA+VBB−2VAB�,
the value of which gives its mixing energy and therefore its
tendency to phase separation �V�0� or ordering �V�0�. The
purpose of our study being to understand the general trend of
reactive diffusion, we are interested here in systems that dis-
play a strong tendency to bulk ordering �large positive value
of V�, and then a bulk phase diagram presenting several �at
least two� ordered compounds in order to observe and study
the thickness-controlled simultaneous-to-sequential phase
formation transition. As shown in Fig. 1, for interactions lim-
ited to first neighbors, the fcc lattice has the advantage of
offering the stabilization of three ordered phases as a func-
tion of concentration, centered around the 25% �L12 phase�,
50% �L10 phase�, and 75% �L12 phase� concentrations �C�.
Such binary systems also exhibit symmetric phase enthalpies
and symmetric solubilities around the 50% solution compo-
sition. Finally, in order to follow as closely as possible the
phase formation sequences, V and T �temperature� will be
chosen such that the ratio V /kBT=2�102 corresponding to a

FIG. 1. �Color online� Phase diagram of an ordered binary non-
regular fcc solid solution. Compositions around 25% and 75% cor-
respond to L12 phases while compositions around 50% correspond
to the L10 phase. Lines are from Ref. 27, squares correspond to our
calculations, we found Tc=3673 K with V /kBT=2�102.
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temperature ratio T /Tc of �3�10−3, with kB the Boltzmann
constant and Tc the L10 order/disorder critical temperature.
In this case, one can see in Fig. 1 that the A-rich L12, L10
and B-rich L12 are, respectively, found for 0.64�CA�0.84,
0.38�CA�0.64 and 0.16�CA�0.38. Furthermore, in order
to neglect the surface segregation effect and to study a sym-
metric binary system, we will limit our study to the case
VAA=VBB. In this case, we have checked that the nature of
the segregating element only depends on bulk concentration
in our system: segregation of the majority element in the
solid solution �e.g., C=0.1 in Fig. 1�, and most stable termi-
nation of the bulk ordered phase �L12 or L10� for ordered
compounds �e.g., C=0.25 in Fig. 1�.

In order to follow the dissolution of the deposited film
A /B, the reactive diffusion time scale �atomic transport and
ordering� imposes the use of KMC simulations on rigid
atomic lattice �here fcc as previously mentioned�. KMC al-
lows the exact solution of the reactive diffusion phenomenon
to be obtained, taking into account the thermodynamic equi-
librium driving forces, the atomic transport and ordering ki-
netics, as well as nucleation, surface segregation, the pos-
sible formation of nonordered solid solutions, and phase
mixing. Its realization is performed using the standard Me-
tropolis algorithm28 rejecting and accepting configurations
according to the internal energy given by the Ising model
given above. Then, by allowing exchanges between first-
neighboring atoms only, as described in detail in previous
papers by Roussel et al.,29–31 we can simulate an effective
diffusion process in which the atomistic diffusion elementary
mechanisms have been replaced by effective exchanges on
the atomic lattice, and describe the thermodynamic evolution
of the system. Note that in this framework, we do not intro-
duce any asymmetry of the bulk diffusion coefficient. The
diffusion barrier is then nothing other than a scaling factor,
so we did not specify its value. Instead, since the relative
time �t� is only needed for our investigation, we will use one
Monte Carlo cycle �MCC� as the time unit, which corre-
sponds to a sequence in which every atom of the box is
offered to change its position once. For dissolution of a thick
deposited layer, the initial condition mimics the experimental
starting condition: a given number of full layers of A atoms
�minority� are located over a substrate of B atoms �majority�.
We perform simulations in a box of �l� l�m� fcc unit cells
with periodic boundary conditions in the direction parallel to
the surface. In the direction perpendicular to the surface, a
free �001� surface is considered on one side while on the
opposite side each atom arriving in the bottom plane is re-
moved to simulate a C=0 boundary condition. The choice of
the m value is then crucial since, if for instance the penetra-
tion length of A atoms is greater than m, this boundary con-
dition will accelerate the kinetics. To avoid any drawbacks
due to the finite size of the box in dissolution kinetics, one
uses systems such as l=16 and m=319, which leads to
atomic boxes of �210 000 atoms. The kinetic evolutions
shown in the figures have been obtained by averaging, for
every given MCC, the results of 30 independent simulations
performed with same settings �system size, temperature,…�,
and same initial conditions. If otherwise, simulations settings
are stated in the text or in the figure’s caption. Single simu-
lations using time averages upon 100 or 1000 atomic Monte

Carlo events gave similar results ��210 000 events for one
MCC�.

III. DATA ANALYSIS

The study of three-dimensional �3D� phase formation at
the atomic scale is not easy since the detection of the ordered
phases is complicated by the possible formation of 3D or-
dered domains with different variants, and different compo-
sitions in the case of nonstoichiometric compounds. As an
illustration, Fig. 2 presents three L10 ordered cells containing
100 atoms and corresponding to the same stoichiometry C
=0.5. In Fig. 2�a� the cell is ordered along the �001� direction
while in Fig. 2�b� the cell is ordered along the �100� direction
according to another variant, and in Fig. 2�c� the cell con-
tains two domains ordered along the �001� direction �same
variant as in Fig. 2�a�� but shifted by one atomic plane. Con-
sequently, phase detection and identification cannot be based
simply on one-dimensional �1D� profile concentration. For
example, the L10 order can be identified in the concentration
profile along the �001� direction as an alternate stacking of
pure A and B layers in Fig. 2�a� but not in Figs. 2�b� and 2�c�
since the composition of all the �001� planes is 50%. It is
then necessary to develop an algorithm that would allow us
to identify the presence of a given ordered phase no matter
what the situation is.

To this aim, we consider as the elementary domain of a
given ordered phase the 13-atom cuboctahedron built from
one atom and its first coordination shell on the fcc lattice.
Using this criterion, it is possible to calculate the proportion
of atoms on the lattice that are ordered following the A-rich
L12 structure �A0.75B0.25 compound�, the L10 structure
�A0.5B0.5 compound�, or the B-rich L12 structure �A0.25B0.75
compound� in the three spatial directions. This way, we then
have access to the evolution of the three phase volume frac-
tions �F0� versus time. It should be mentioned that this cri-
terion does not apply to the atoms in the surface plane �P
=1� since the calculation requires 12 neighbors. One can also
note that in our case, the fcc lattice being rigid �not relaxed�,
the three phases are cubic. Our algorithm relies on the spatial
distribution of atoms in this 13-atom elementary domain,
considering phase ordering in the x, y, and z directions only.
This independent 13-atom cell contains three planes in each
x ,y ,z direction, the first plane containing 4�1 /4 atoms �one
atom is shared by four cells�, the second containing 4
�1 /4+1 atoms, and the third 4�1 /4 atoms. In each direc-
tion i �=x, y, or z�, the atomic fraction of A atoms in each of

FIG. 2. L10 ordered cells of stoichiometry C=0.5, containing
100 atoms: �a� cell ordered along the �001� direction, �b� cell or-
dered in the �100� direction, and �c� cell containing two domains
ordered along the �001� direction, shifted by one atomic plane.
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the three planes �C1
i , C2

i , and C3
i � can be calculated and

summed ��i=C1
i +C2

i +C3
i �. Thus, it can be shown that each

possible order �or phase� oriented along x, y, or z corre-
sponds to different �x, �y, and �z combinations, which are
also different from the disorder case. This simple algorithm
allows the differentiation of each phase from disorder. For
example, for the L10 order the concentration of A atoms
over three sequential atomic planes varies as 1/0/1 or 0/1/0
�Fig. 2�. The cell order corresponds to the L10 phase, only if
�z=1 and �x+�y =3 �0/1/0 along z�, or �z=2 and �x+�y

=3 �1/0/1 along z�, or �z=1.5 and �x+�y =2.5 �0/1/0 along x
or y� or 3.5 �1/0/1 along x or y�. Obviously, if the total
volume is ordered with domains of the same structure but
with different orientations, the total fraction of ordered atoms
will not be equal to 1 since the domain boundaries will not
be strictly ordered according to the considered structure. In
order to quantify the critical value of F0 beyond which one
can consider that the volume of the sample is made only of
the corresponding phase, we plot in Fig. 3 the variation in the
volume fraction of ordered atoms with the lateral size of
ordered cubic domains if the total volume is filled with these
domains. A cubic domain with a lateral size of three atomic
planes �3P domain� corresponds to the smallest possible do-
main, made of one atom and its 12 first neighbors. It is worth
noting that if the totality of the sample is ordered but made
of 3P domains, the volume can be considered as uniformly
made of the same phase although the ordered atom fraction
is only �0.08 because of domain boundaries. Consequently,
if we measure F0	0.08 for a given phase, the volume of the
sample can be made of this phase only. On the contrary, it
cannot contain this only phase if F0�0.08 �filled area in Fig.
3�, which is, for example, the case of isolated 3P domains in
a nonordered A-B solid solution �beginning of the nucleation
process�.

In order to follow the phase thickness variations in the
�001� direction, we calculate in each �001� plane the three
fractions F0 corresponding to the three possible structures:
A-rich L12, L10, and B-rich L12. This is illustrated in Fig. 4,
in the case of the dissolution of a 50-monolayer �ML�-thick
A layer on a B substrate at two different annealing times: t
=140 MCC �Fig. 4�a�� and t=680 MCC �Fig. 4�b��. These
results were not averaged in order to compare the volume
fractions to the one-dimensional �concentration profile� and
the three-dimensional �atoms on the lattice� atom distribu-

tions. This figure allows us to correlate the concentration
profile of A atoms �solid line, right axis� to the ordered frac-
tions �left axis� of the three structures A-rich L12 �solid
squares�, L10 �semisolid circles�, and B-rich L12 �open tri-
angles� as a function of the incorporation depth �atomic
planes, bottom axis�.

For short annealing times, the 3D atom distribution shows
that the phases are constituted of small domains ordered in
different spatial directions so that the phases cannot be de-
tected in the 1D concentration profile. Thus, after 140 MCC,
as can be seen in Fig. 4�a�, the concentration profile CA var-
ies quite smoothly from 1 to 0, with a shape that is rather
symmetric around 0.5. However, the ordered fractions of the
three structures versus depth show that the three phases co-
exist at the time of the dissolution, the A-rich L12 phase
being located between the atomic planes 36 and 45, the L10
phase between the planes 45 and 56, and the B-rich L12
phase between the planes 56 and 71. The comparison be-
tween the concentration domains of existence of the three
bulk ordered phases at this temperature displayed in Fig. 1
and those of the finite compounds formed during dissolution
�solid line in Fig. 4�a��, shows that they are fully consistent
since the latter are found, respectively, for 0.65�CA�0.83
�A-rich L12�, 0.40�CA�0.65 �L10�, and 0.16�CA�0.40
�B-rich L12�.

For longer annealing times, the domains grow bigger and
tend to get ordered in the same direction �usual energy mini-
mization� so that the different phases can be more easily
detected in the 1D concentration profile, particularly if the
atom ordering direction �normal to the atomic planes of se-
quential compositions� is perpendicular to the �001� crystal

FIG. 3. Variation in the volume fraction of ordered atoms versus
domain lateral size, if the layer bulk is made of same cubic domains
ordered in different directions.

FIG. 4. Volume fraction F0 �left axis� of the three ordered
phases A-rich L12 �solid squares�, L10 �semisolid circles� and
B-rich L12 �open triangles�, and concentration profile of A atoms
�solid line, right axis� versus depth �atomic planes, bottom axis� in
the case of the dissolution of a 50-ML-thick A layer on a B sub-
strate: instantaneous results �a� t=140 MCC and �b� t=680 MCC.
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direction �Fig. 2�a��. Thus, Fig. 4�b� shows that the lateral
domain size has increased from �7 atomic layers �F0
�0.35� at t=140 MCC, up to �15 atomic layers �F0
�0.65� at t=680 MCC. Furthermore, the A-concentration
profile in the latter case now reveals the alternate stacking of
A-rich and B-rich layers at two different depths. The region
that is the closest to the surface �between the atomic planes
27 and 45� corresponds to the A-rich L12 structure �which in
the perfectly ordered compound leads to planes alternating
between CA=1 and CA=0.5� that tends to order in the direc-
tion perpendicular to the surface, whereas the deeper region
�between the atomic planes 57 and 75� corresponds to the
B-rich L12 structure �which in the perfectly ordered com-
pound leads to planes alternating between CA=0.5 and CA
=0� that also tends to order along the �001� crystal direction.
Between these two regions �atomic planes 45–57� the A con-
centration profile is smoother, which does not mean that this
region is disordered but which corresponds, according to Fig.
4�b�, to the L10 structure ordered along a direction parallel to
the surface �in which case CA=0.5 in all the atomic planes
for the stoichiometric compound, Fig. 2�b��. It is worth not-
ing that the regions delimiting the three compound layers on
the concentration profile are in good agreement with the or-
dered fractions for each of the compounds.

IV. PHASE GROWTH TIME DEPENDENCE

Let us now analyze more precisely the time dependence
of the dissolution of the previous 50 ML of A into the B
substrate. To this aim, we present in Fig. 5 the very first
stages of A /B interdiffusion, beginning with the first MCC
�Fig. 5�a��. At this stage, the concentration profile is found to
be symmetric with 0�CA�1 and, according to our criterion

for compound formation �F0�0.08�, the single phase that
appears is L10, which already extends upon four layers
around the initial AB interface. The lifetime of this com-
pound is very short since it disappears after 3 MCC �see Fig.
5�b�� to the benefit of a few nuclei �3P domains in C gradi-
ent, 0�F0�0.08� of the three compounds A0.75B0.25,
A0.5B0.5, and A0.25B0.75, which coexist along an interfacial
concentration that decreases due to A-B interdiffusion fol-
lowing a Fickian32–34 behavior until the initial phase forma-
tion process detailed in Fig. 6. As can be seen from the time
sequence presented in this figure, the three phases appear
sequentially, with a very short time step of about 5 MCC in
average. Thus, after 8 MCC, a first B-rich L12 compound
forms around CA�0.25 while the two other compounds still
exist only as isolated nucleuses �Fig. 6�a��. Then, after 14
MCC, the other L12 phase �A rich� appears at CA�0.75 and
coexists with the previous one �Fig. 6�b��. Finally, at t=17
MCC, the L10 phase �at CA�0.5� joins the other two in such
a way that at the end, the three bulk compounds are found to
coexist �Fig. 6�c��. Taking advantage of the initial coexist-
ence of the three nuclei in the concentration gradient and of
the short time required to reach the coexistence of suffi-
ciently thick ordered compounds, one can reasonably con-
sider that the formation of the three phases is quasisimulta-

FIG. 5. Volume fraction F0 �left axis� of the three ordered
phases A-rich L12 �solid squares�, L10 �semisolid circles� and
B-rich L12 �open triangles�, and concentration profile of A atoms
�solid line, right axis� versus depth �atomic planes, bottom axis� in
the case of the dissolution of a 50-ML-thick A layer on a B sub-
strate: �a� t=1 MCC and �b� t=3 MCC.

FIG. 6. Volume fraction F0 �left axis� of the three ordered
phases A-rich L12 �solid squares�, L10 �semisolid circles� and
B-rich L12 �open triangles�, and concentration profile of A atoms
�solid line, right axis� versus depth �atomic planes, bottom axis� in
the case of the dissolution of a 50-ML-thick A layer on a B sub-
strate: �a� t=8 MCC, �b� t=17 MCC, and �c� t=20 MCC.
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neous. During this process, the concentration gradient stays
almost symmetric and covers the entire concentration range
from CA=1 �CB=0� to CA=0 �CB=1�. The formation of the
two L12 structures before the L10 one can be understood
from simple equilibrium arguments in terms of a lower sta-
bility of the latter in the bulk, which can be deduced from
their relative order/disorder critical temperatures �see Fig. 1�.
This effect can be enhanced by kinetic reasons since the
atom diffusion flux is proportional to the mobility and to the
concentration gradient. As the mobility is constant in our
case, this flux is higher in regions of stronger concentration
gradient, i.e., as can be seen in Figs. 5 and 6 around the 50%
composition, meaning that the stabilization of the L10 phase
could be more difficult than that of the L12 phases in the
regions corresponding to their local composition �lower con-
centration gradient, lower diffusion flux�. Then, once a full
layer of each of the three compounds has formed, they all
continue to grow simultaneously and independently in the
concentration gradient up to �100 MCC, as illustrated in
Fig. 7. From that moment on, the three compounds are in
contact with each other, so that the A0.75B0.25 and A0.25B0.75
films can only grow if B, or, respectively, A, atoms diffuse
through the three compound layers. It is worth noting that the
sequence described above is representative of all the calcu-
lations we performed and that it has been observed for both
the A-film-on-B-substrate �A /B� and the B-film-on-A-
substrate �B /A� systems, as expected from the symmetric
character of our A-B binary system.

In order to more quantitatively determine the growth pro-
cess of a given phase, we chose to follow the variation in its
interfaces over time. Interface mobilities versus time of each
of the three ordered compounds and also of individual atoms
are shown in Fig. 8, in the case of the previous system �50
ML A /B�, x is the interface displacement and k a constant
coefficient. For the dilute atom case, x was chosen to be the
depth variation with time of the deepest layer atom in the
substrate. The same dependence is obviously found in the
reversed case B /A due to the symmetry of our A-B system.
Let us note that if growth was simply controlled by either
reaction or diffusion, the simple law x
 tk, should be obeyed
with k=1 in the former case and k=0.5 in the latter �Fickian
diffusion�. As can be seen in this figure, the mobility of in-
dividual atoms is found to follow a single behavior versus

time during the whole phase growth process with k values
close to 0.5 �k�0.58�, in agreement with the usual Fickian
diffusion �constant diffusion barrier in the model�. The case
of the compound interface displacement is significantly dif-
ferent, with in particular a time-dependence transition from k
values close to 1 in a first regime to k values close to 0.5 in
a second regime �Fig. 8�, in agreement with experimental
observations.1,7,9,11 As mentioned in the introduction, such a
behavior is usually explained by an interfacial-reaction-
controlled growth in the first regime due to the small thick-
ness of the phases, followed by a diffusion-controlled regime
induced by the thickening of the compounds. It should be
noted that such an interpretation obviously implies the exis-
tence of interfaces and of long-distance atomic transport.

In order to interpret the results of our simulations, and in
particular to separate what in the observed behavior is due to
the finite character of the system under study, we have also
simulated in the same way the kinetics of formation of a
single ordered phase in the bulk starting from solid solutions
with averaged concentrations corresponding to the three
compound compositions �CA=0.75, 0.5, and 0.25�. Indeed,
as opposed to the previous A /B case, here we do not expect
any compound interfaces nor any atom diffusion since, be-
fore phase formation, the composition is the same throughout
the random solution, which corresponds to the existence of a
single stable phase only. The corresponding variations in the
L10 and L12 phase volume fractions F0 versus time during
this process are shown in Fig. 9�a�. In this case, F0 is not
averaged over several simulation runs as we need to compare
it with the instantaneous 3D atomic distribution �Fig. 9�b��.
Phase formation exhibits three stages. During the first stage
�until t�33 MCC�, the phase volume fraction increases lin-
early with time �k�1�. During the second stage �from 33 to
148 MCC�, the volume fraction exhibits almost a square-root
dependence with time �k�0.5�. Finally, in the last stage, F0
varies slowly toward a constant value. The first two stages
are similar to what is observed during reactive diffusion,
despite that no long-range concentration gradient and no in-
terfaces are involved in the phase formation. Figure 9�b� pre-
sents four successive planes from the solid solution bulk at
three different simulation times �15, 120, and 2000 MCC�
corresponding to the three volume fractions noted by the

FIG. 7. Depth location of the three phases A0.75B0.25, A0.5B0.5,
and A0.25B0.75, from the atomic plane 20 �subsurface plane� to the
plane 90 versus time �t�, in the case of the dissolution of a 50-ML-
thick A layer on a B substrate.

FIG. 8. �Color online� Logarithm of the displacement �x� of A
atoms �squares� and of the compound interfaces �down triangles, up
triangles, and circles for A0.25B0.75, A0.5B0.5, and A0.75B0.25, respec-
tively� versus the logarithm of time �t�, in the case of the dissolution
of a 50-ML-thick A layer on a B substrate.
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arrows in the plot of the L10 phase formation in Fig. 9�a�. At
15 MCC �linear time-dependence growth� the atom ordering
is still weak: some domains start to be visible �alternation of
pure A /pure B regions in the successive planes �1�, �2�, �3�,
and �4�� but they are small and have a lot of “defects.” The
L10 ordering is more easily observed after 120 MCC, and the
domains observed at 120 MCC became bigger at t=2000
MCC. Figure 9�c� presents, for the same three considered
times �15, 120, and 2000 MCC�, the average number of
atomic changes between neighboring atomic rows in the
�100� direction ��c� and between neighboring �001� atomic
planes ��p�, as well as the proportion of unchanged atomic
rows in the �100� direction �fc�. The statistics consider only
effective ordering changes, and have been made over same
ten consecutive bulk planes, between the considered times.

In the linear time-dependence regime, 90% of the atomic
rows experience a composition change �fc�10%�, with �c
�3 and �p�5. In the second regime �k�0.5�, the propor-
tion of modified atomic rows slightly decreases �but remains
significant �83%� while the average number of atomic ex-
changes increases ��c�4 and �p�8�. Finally, in the last
regime, both atomic row ordering and atomic exchanges are
decreasing: 46% of atomic rows are unchanged, with �c
�3 and �p�4. Consequently, the linear growth time depen-
dence appears to be related to the beginning of the ordering
process, which can be considered to be the domain nucle-
ation process. The degree of reordering is high �fc�10%�,
and we observe the formation of domains with a high level
of ordering defects, relatively low atomic exchanges �about
the same as when the domains are formed in the last regime�
that together with k�1 mean that, at this ordering stage,
only atoms from a close vicinity are used to form the domain
nucleus �no long-distance atomic transport�. Furthermore, in
this regime, few atom displacements �single jumps� allow a
significant decrease in the system’s total energy. The second
regime corresponds to both the improvement of in-domain
ordering and to-domain growth. Since long range diffusion is
not necessary for an order-disorder phase transformation oc-
curring in a system with a homogeneous composition,35,36

the observation of a time square-root dependence can be sur-
prising. However, because not all positions are equivalent in
an ordered phase, atoms need in general several jumps before
to contribute to the ordered configuration, leading to k�0.5.
In the third regime, a first low-energy atomic configuration
has been found �well organized domains are observed�,
which explains the lower rate of atom ordering. A longer
time will be needed in order to go from this configuration to
the lowest energy one �single crystal�, as the growth/
consumption competition between domains of different ori-
entation needs to explore atomic configurations of higher
energy before to find a configuration promoting an energy
gain to the system. This is due to the fact that an atom at the
interface of two different domains needs in general several
jumps before to find a site of minimum energy when leaving
one domain for the other. In the case of reactive diffusion,
Fig. 7 shows that the phases are not in contact when they
form their first full layer. Phases nucleate locally in the con-
centration gradient at concentrations close to their stoichiom-
etry. Then, the phases grow independently in their local con-
centration environments before coming into contact. During
this first growth stage the phase volumes increase linearly
with time �k�1� in similar conditions as those for single
phase formation in homogeneous stoichiometric random
solid solutions. Consequently, during our reactive diffusion
simulations, the first growth regime characterized by x
 t is
related to the first stage of the phase formation process, in the
phase local concentration environment. This linear time de-
pendence is not related to interface effects between com-
pounds nor to diffusion asymmetry. Once the three com-
pound layers are in contact, their volumes cannot increase
using atoms in their vicinity. The compound layers can only
grow if A and B atoms diffuse through some or all of the
existing layers. Thus, the compound volumes increase fol-
lowing a square-root time dependence, with x
 t0.5. We have
seen that a similar regime is observed in the case of phase

FIG. 9. �Color online� Bulk single phase formation from solid
solution of averaged concentration corresponding to the phase sto-
ichiometry: �a� instantaneous variation in the L10 �open circles� and
L12 �solid triangles� phase volume fraction F0 versus time, �b� four
successive planes from the solid solution bulk at three different
times �15, 120, and 2000 MCC� corresponding to the three volume
fractions noted by an arrow in the plot of the L10 phase formation
in �a�, and �c� average number of atomic exchanges �left axis� be-
tween neighbor atomic rows ��c� and between neighbor atomic
planes ��p�, and proportion �right axis� of unchanged atomic rows
�fc� versus time, in the case of the L10 phase formation presented in
�a�.
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formation in homogeneous random solutions, which corre-
sponds to the end of domain stabilization. However, the
square-root time-dependence regime during reactive diffu-
sion is different since it results from the constant atom sup-
ply to the growing layer via atomic diffusion. This regime
can exist as long as the A and B atom reservoirs are not
empty.

V. SEQUENTIAL PHASE FORMATION ORIGIN

Whatever the initial thickness of the A layer deposited on
the B substrate, the first stage of the dissolution consists of a
rapid formation and dissolution of the L10 phase, as already
presented in Fig. 5. The reactive diffusion of A and B pure
layers initially separated by a 4-ML-thick L10 film also leads
to the dissolution of the L10 layer and to the formation of
A0.25B0.75, A0.5B0.5, and A0.25B0.75 clusters along an interfacial
concentration gradient before phase formation. The phase
growth time dependence is independent of the initial thick-
ness of the film, but in the case of very thin films, a linear
time dependence can only exist before dissolution.

In Figs. 10 and 11 we present the phase formation se-
quence in the case of the reactive diffusion of two A films
with different thickness �10 ML and 5 ML, respectively� ini-
tially deposited on a B substrate. As can be seen in Fig. 10,
the dissolution of the thicker 10 ML film proceeds by both
simultaneous phase formation �the three phases coexist� and

sequential phase dissolution. Indeed, the A0.75B0.25 compound
located close to the surface disappears first to the benefit of
the A0.5B0.5 compound, which results in a decrease in the
A0.75B0.25 thickness correlated with an increase in the A0.5B0.5
thickness. Then in a next regime, the A0.5B0.5 compound is
consumed in its turn by the A0.25B0.75 compound, as can be
deduced from the decrease in the thickness of the former and
the increase in the latter. In the case of the thinner 5 ML
deposit, it can be seen in Fig. 11 that the phase formation is
sequential, the different phases appearing one after the other
with the possible overlap of only two of them. The first phase
to appear is A0.75B0.25, located at the surface of the sample.
Then we observe the coexistence of A0.75B0.25 at the surface
still, with A0.25B0.75 located deeper in the bulk. After the dis-
appearance of A0.75B0.25, A0.25B0.75 is the only phase observed
in the bulk of the sample for a little time, before the appear-
ance of A0.5B0.5 close to the surface of the sample. Thus,
A0.5B0.5 and A0.25B0.75 coexist until that A0.25B0.75 consumes
A0.5B0.5 up to the surface. The appearance of A0.25B0.75 in the
bulk before A0.5B0.5 close to the surface seems to be due to
the consumption of A0.75B0.25 by A0.5B0.5 via a nonplanar
interface �distribution of A0.5B0.5 nucleus in the region be-
tween the surface plane and the A0.25B0.75 phase�. Instanta-
neous simulations show that 20% of the time A0.5B0.5 appears
before A0.25B0.75 �but not at the same MCC�, and if the initial
thickness of the A layer is decreased to 4–3 ML, as shown in
Fig. 12, the A0.75B0.25 phase is not observed, and A0.5B0.5 is
formed at the surface of the sample before A0.25B0.75. In both
cases 10 and 5 ML, all the ordered phases of the bulk phase
diagram are observed. Therefore, from the comparison of
Figs. 7, 10, and 11, it appears that our model is clearly able
to simulate the thickness-controlled simultaneous-to-
sequential phase transition. In order to understand the origin
of this transition, in Fig. 13 we have plotted the depth de-
pendence of the ordered fractions of the three phases as well
as the corresponding A composition profile, at four times �3,
6, 12, and 24 MCC� characteristic of the different stages of
the dissolution of the 5 ML A /B deposit determined from
Fig. 11. Thus, after 3 MCC, the three phases are only found
as nuclei in the composition gradient �0�F0�0.08�, al-
though the concentration profile exhibits an asymmetric
shape, with 0.0�CA�0.9. This asymmetry continues to in-

FIG. 10. Depth location of the three phases A0.75B0.25, A0.5B0.5,
and A0.25B0.75, from the atomic plane 2 �subsurface plane� to the
plane 44 versus time �t�, in the case of the dissolution of a 10-ML-
thick A layer on a B substrate.

FIG. 11. Depth location of the three phases A0.75B0.25, A0.5B0.5,
and A0.25B0.75, from the atomic plane 2 �subsurface plane� to the
plane 24 versus time �t�, in the case of the dissolution of a 5-ML-
thick A layer on a B substrate. On the right side, an enlargement
focused on the dissolution beginning is presented.

FIG. 12. Volume fraction F0 �left axis� of the three ordered
phases A-rich L12 �solid squares�, L10 �semisolid circles� and
B-rich L12 �open triangles�, and concentration profile of A atoms
�solid line, right axis� versus depth �atomic planes, bottom axis� in
the case of the dissolution of a 3-ML-thick A layer on a B substrate
at t=8 MCC.
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crease after 6 MCC, leading to a local concentration close to
the surface CA�0.75 that triggers the local nucleation of the
single A0.75B0.25 phase. This phase is then progressively con-
sumed by nuclei of the A0.5B0.5 phase in a concentration gra-
dient higher than CA=0.5 while at 8 MCC A0.25B0.75 forms
deeper in the bulk where CA�0.25. At 12 MCC the A0.5B0.5
phase forms a full layer in the gradient part where CA�0.5,
and at 24 MCC this layer has reached the surface, as the
concentration gradient in the vicinity of the surface has de-
creased to reach CA�0.5. Finally, the A0.5B0.5 layer is con-
sumed by the A0.25B0.75 layer. These subsequent stages show
that the initial phase formation process follows the same
rules as for very thick layers, namely, the phases nucleate
locally in the composition gradient in composition regions
close to their stoichiometric compositions. The difference in
their behavior with that of thick layers comes from the fact

that due to the finite size of the film compared to the sub-
strate �that can be considered as a semi-infinite medium�, the
interdiffusion profile formed is asymmetric, leading to se-
quential phase formation starting with the film-atom-rich
phase. The concentration profile asymmetry can be under-
stood by considering that, at a given time, the number of
substrate atoms that enter the film is equal to the number of
film atoms that enter the substrate. Due to the finite size of
the film, the diffusion profile tends to form a flat gradient in
the film �Fickian diffusion in finite system� but a long tail in
the substrate �Fickian diffusion in semi-infinite system� of
lower concentration than in the film. Consequently, an aver-
age concentration corresponding to the stoichiometry of the
first film-atom-rich phase appears in the film activating the
local nucleation of this phase, whereas the concentration gra-
dient in the substrate does not offer the conditions necessary
for phase nucleation. It is worth noting that this interdiffu-
sion asymmetry appears because of size effect, even if the
diffusion phenomenon is totally symmetric due to constant
atomic jump frequency.

VI. COMPARISON WITH EXPERIMENTAL RESULTS

As detailed in the previous section, our KMC simulations
have brought to light a linear-to-square-root growth time-
dependence transition and a thickness-controlled
simultaneous-to-sequential phase formation transition, in
agreement with experimental observations. The linear phase
growth time dependence has been attributed to the early for-
mation stage of the phase in a local concentration environ-
ment close to its stoichiometric composition without the
need for atom transport, whereas the square-root phase
growth time dependence corresponds to a diffusion-
controlled regime in which phase growth requires atom
transport through the compound layers. On the other hand,
the origin of sequential phase formation has been identified
as phase formation in asymmetric interdiffusion profile. The
first phase that appears during sequential formation is the
richest in film atoms, in agreement with existing experi-
ments, for example, during Si/Ni dissolution.37 Indeed, simi-
lar to what is observed experimentally, the layer growth or
consumption takes place at interfaces and all the ordered
compounds of the bulk phase diagram are observed during
simultaneous or sequential phase formation.

It is therefore tempting to compare in a more systematic
way our simulation results with the experimental data avail-
able for the binary system Si/Ni in which the simultaneous
and sequential phase formation regimes of the Ni-Si phases
have been extensively studied. This is justified from the point
of view of the respective bulk energies of both systems,
which are somewhat similar so that no strong surface segre-
gation effect is expected, as in our model. This is less justi-
fied due to the fact that Ni and Si do not crystallize on the
same lattice, which implies that the natures of both the bond-
ing and the crystallography vary with the respective concen-
trations of the two elements. However, it is still possible to
analyze Si/Ni dissolution into a fixed fcc lattice, imposed by
the Ni substrate, by determining an average effective V pa-
rameter from the experimental solution energies in the two

FIG. 13. Volume fraction F0 �left axis� of the three ordered
phases A-rich L12 �solid squares�, L10 �semisolid triangles� and
B-rich L12 �open squares�, and concentration profile of A atoms
�solid line, right axis� versus depth �atomic planes, bottom axis� in
the case of the dissolution of a 5-ML-thick A layer on a B substrate:
�a� t=3 MCC, �b� t=6 MCC, �c� t=12 MCC, and �d� t=24 MCC.
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dilute limits �C→0 or 1� of the Ni1−cSic compound. This is
achieved by applying the usual equation relating the slope of
the mixing energy Emix �plotted in Fig. 14� with respect to
concentration to V according to: dEmix /dC= �ZV �� de-
pending on C→0 or 1�, where Z is the number of first neigh-
bors �12 for the fcc structure and 4 for the diamond one�. In
this framework, one finds VZ=12=0.14 eV /at and VZ=4
=0.22 eV /at, hence an average value V=0.18 eV /at. From
this value, one can rescale the temperature axis of the bulk
phase diagram in Fig. 1 by calculating the L10 order/disorder
critical temperature �Tc� from the temperature dependence of
the bulk long-range order parameter defined as LRO= �CP
−CP+1�, where CP is the layer concentration in the �001�
direction, for an alternate Si/Ni perpendicular to the �001�
direction. We found Tc�3673 K, in agreement with mean-
field calculus �mean-field order/disorder critical temperature
TMF�8276�2.25�Tc� performed for the same value of V.
Thus, considering the experimental Ni-Si phase formation
enthalpies, one can create a pseudo Ni-Si symmetric non-
regular solid solution with an fcc structure and a value of V
proportional to the Ni-Si compound stability. Our KMC
simulations then apply to this Ni-Si binary system for T
=10 K.

In this context, even though our simulations are in agree-
ment with the usual experimental observations during Si/Ni
reactive diffusion,1,7,9,11,38–40 they exhibit a few differences
that should be pointed out. First, the linear-to-square-root
time-dependence growth transition appears in the simula-
tions for thicknesses significantly less than in the experi-
ments. Indeed, we find that growth is diffusion controlled
after the formation of �1-nm-thick layers, whereas it is after
a few 10-nm-thick layers from the experimental point of
view. This is explained by the microstructure difference be-
tween simulations and experiments. In the simulations, the
atom transport takes place on the crystal lattice and, consis-
tent with the Metropolis algorithm, the diffusion barrier is
proportional to the crystal energy difference before and after
atom exchanges. Consequently, the diffusion activation en-
ergy is of same order as the phase ordering activation energy.
In other words, one atomic jump from one atomic plane to
another �diffusion� uses almost the same activation energy as
atom ordering on a same plane �reaction�. Thus, as soon as
atomic transport through a few atomic planes is needed for
compound layer growth, diffusion is the limiting phenom-
enon compared to ordering. In experiments, the growing lay-

ers are polycrystalline. Atomic diffusion uses grain bound-
aries �GBs�, which exhibit in general diffusion coefficients
that are several orders of magnitude faster than lattice diffu-
sion coefficients. Furthermore, lower activation energies of
nucleation are expected during experiments since phases
usually nucleate on defects �heterogeneous nucleation�. Con-
sequently, thicker layers can grow before the diffusion ki-
netic becomes growth limiting, which could explain a time
increase in the linear time-dependent growth regime.

As far as the simultaneous-to-sequential phase formation
transition is concerned, it is found to occur for thinner de-
posited films in the simulations than in the experiments. For
example, the simulated reactive diffusion of a 10-ML-thick
film ��2 nm� exhibits simultaneous phase formation �Fig.
10�, whereas the experimental reactive diffusion of a 50-nm-
thick Ni film on Si leads to sequential phase formation. As
previously stated, sequential phase formation appears in
simulations due to phase formation in an asymmetric inter-
diffusion profile that results from a size effect between the
film �finite medium� and the substrate �semi-infinite me-
dium�. Consistently with this mechanism, for a symmetric
binary system, the lower the solubility limit of A �B� in pure
B �pure A� is, the lower the critical thickness corresponding
to the simultaneous-to-sequential transition should be. How-
ever, one can expect that other phenomena inducing interdif-
fusion asymmetry could enhance, or even prevail upon this
size effect, leading to thicker critical thicknesses. This could
be the case of diffusion coefficient asymmetry between the
film and the substrate �at 400 °C, Ni diffusion in Si is 12
orders of magnitude faster than Si diffusion in Ni�, solubility
asymmetry �the solubility limit of Si in Ni is about 10% at
700 °C whereas the solubility of Ni in Si is negligible�, com-
pound stability asymmetry �the formation enthalpies of Ni-Si
compounds are not symmetric around the 50% composition,
Si-rich compounds are less stable, as can be seen in Fig. 14�,
or finally stress asymmetry �if the film and the substrate do
not undergo the same stress state, diffusion and solubility are
expected to be different on both sides�.

Experimentally, the first phase to nucleate from dissolu-
tion of a nanometers thick Ni film into a Si substrate is in
general Ni2Si, which is richer in Ni atoms �film atoms� but
not the richest �that is Ni3Si�. Furthermore, all the Ni-Si bulk
phases are not observed �Ni3Si is generally missing and
Ni31Si12 as well as Ni3Si2 are transient phases�. In our simu-
lations, there are no missing phases and the first phase to
nucleate is the film-atom richest phase. Therefore, mecha-
nism other than diffusion-nucleation competition may play
an important role in the selection of the first phase and the
missing phases. Again, it is important to emphasize that an
important difference between simulations and experiments is
the microstructure, namely, a single crystal in simulations
and a polycrystalline sample in experiments. In the latter
case two types of boundaries can be defined: GBs that sepa-
rate grains of a same phase and interface boundaries �IBs�
that separate grains of different phases. Experimentally, the
microstructure of sequentially grown phases contains both
types of boundaries, GB being located in the bulk and pro-
viding atomic transport through the growing compound,
whereas IBs are located at phase interfaces. Surfaces, grain
boundaries, interfaces are known to exhibit different struc-

FIG. 14. Formation enthalpy ��H� of Ni-Si compounds versus
bulk composition �CSi�.
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tures, atom densities, and compositions than bulk.34,41–50

They are known also as preferential sites for lower energy
heterogeneous nucleation. Grain boundaries have a thickness
of 0.5 nm corresponding to 2–3 bulk atomic plane distances
�transmission electron microscopy studies�, and should ex-
hibit different atom solubilities than bulk. Consequently,
Boundaries could be considered as two-dimensional �2D�
phases in equilibrium between 3D phases, as compared to
the classical approach that only considers equilibrium be-
tween 3D phases. For example, the three phases existing in
the bulk phase diagram of our binary A-B system can exist
off-stoichiometry up to �10%. Local A or B enrichment and
phase nucleation can occur at compound layer interfaces on
the same fcc lattice. In contrast, as for the experimental Ni-Si
system, local atom enrichment and new phase nucleation are
not possible on compound lattices, since the main Ni-Si
compounds are stoichiometric, and have different atomic lat-
tices. High GB concentration gradients independent of phase
solubility limit �or stoichiometry� can drive atom diffusion
from one IB to another until local IB concentrations trigger
phase nucleation. Thus, interdiffusion may depend on diffu-
sion kinetic in the film and the substrate, as well as on IB
equilibrium segregation driving forces.

VII. CONCLUSION

Kinetic Monte Carlo simulations have been used to simu-
late the reactive diffusion under dissolution of a thin A film

deposited on a B substrate, in the simple case of a binary A-B
system presenting a symmetrical phase diagram and no dif-
fusion asymmetry. In agreement with experiments, these
simulations lead to a linear-to-parabolic time-dependence
phase growth transition and to a thickness-controlled
simultaneous-to-sequential phase formation transition. The
linear time-dependent growth, which corresponds to the so-
called reaction-controlled growth regime, is related neither to
an interface effect nor to diffusion asymmetry. Rather, it is
due to the first stage of atom ordering, which is consistent
with the phase nucleation process. Sequential phase forma-
tion results from the creation of an asymmetric interdiffusion
profile, despite symmetric diffusion kinetics, due to the finite
nature of the film and the semi-infinite nature of the sub-
strate. In the case of sequential phase formation, we suggest
that in addition to nucleation and diffusion phenomena, the
understanding of equilibrium between 3D phases and their
2D interface boundaries �atom solubility, segregation, coseg-
regation,…� could also play an important role in the under-
standing of the phase sequence.
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