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Test of long-range exchange-correlation kernels of time-dependent density functional theory
at surfaces: Application to Si(111)2X1
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We present an application of time-dependent density-functional theory (TDDFT) to the study of the optical
properties of the Si(111)2X 1 surface from the infrared to the ultraviolet. We have carried out ab initio
calculations using different methods, from DFT to Bethe-Salpeter equation (BSE) and, within TDDFT, we have
tested the ability of different kernels to describe the optical features in a wide range of energies. We find good
agreement between TDDFT and BSE results, by using in TDDFT a long-range frequency-dependent exchange-
correlation kernel derived from the many-body formalism (the MB kernel). The agreement between theory and
experiment is very good in the whole frequency range studied. Excitonic effects, important in the infrared part
of the spectrum, are less pronounced in the visible and UV ranges.
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I. INTRODUCTION

The inclusion of the electron-hole (e-h) interaction is cru-
cial to obtain optical absorption spectra of nanostructures,
surfaces, and bulk materials in good agreement with
experiments."? Such interaction leads to two effects: the cre-
ation of bound electron-hole states (excitons) within the one-
particle gap, and a distortion of the continuous spectrum
above the gap. Both effects are generally present, though
bound excitons are not observed when the e-h interaction is
so weak that their binding energy is smaller than the thermal
broadening or the experimental resolution. The first ab initio
calculation of optical spectra with the inclusion of excitonic
effects by solving the Bethe-Salpeter equation (BSE) within
many-body perturbation theory (MBPT) appeared in 1995
(Ref. 3) for a small molecular cluster. Only in 1998, how-
ever, the case of excitons in extended systems was
studied.*~ The ingredients of the calculations have a simple
physical meaning (the bare and screened e-h interactions, v
and W, respectively) and the results compare well with ex-
perimental data.

The BSE is generally rewritten as an eigenvalue problem
whose dimension is given by the number of e-h pairs con-
sidered. As a consequence, its solution can be particularly
demanding, preventing its application to complex systems
like surfaces. In fact, in these systems the large number of
single-particle states dramatically increases the dimension of
the BS equation.

An alternative approach to calculate the absorption spec-
tra is the time-dependent density-functional theory
(TDDFT).” In the last years TDDFT has emerged as a pow-
erful tool for the description of excited states (especially for
finite and molecular systems)®” alternative to more cumber-
some quantum chemical methods such as configuration inter-
action. TDDFT is, in principle, exact for neutral excited-state
properties, and its simplicity relies on the fact that the two-
point response function x(r,r’,w) is needed, instead of the
four-point function of the Bethe-Salpeter approach.
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However, the exact exchange-correlation (xc) kernel (f,.),
a key ingredient of TDDFT, is unknown; hence approxima-
tions are employed. The simplest and most commonly used,
the adiabatic local-density approximation (ALDA or
TDLDA), is known to fail in extended systems (such as sur-
faces). More refined kernels have been recently
proposed!®-!3 but never tested on surfaces. In,'%!# a nonlocal,
static kernel with the correct long-range behavior has been
successfully applied to three-dimensional systems. In Refs.
11-13 a more elaborated nonlocal and energy-dependent f,,
derived within the MB framework, has been presented; it has
been applied, up to now, only to one-dimensional’® and
three-dimensional'~!3 systems, yielding spectra very similar
to BSE and experimental ones.

In this paper, we study the performance of the MB TD-
DFT kernel, proposed in Refs. 11-13, to calculate the optical
spectra of the Si(111)2X 1 surface: a paradigmatic two-
dimensional system. This surface exhibits clear bound
surface-state excitons that have been already described
theoretically'® by using the Bethe-Salpeter equation. In par-
ticular, we show here that this MB-based kernel reproduces
the bound excitons in the infrared (IR) energy range of the
Si(111)2X 1 surface, and also correctly describes the high-
energy range. We calculate the linear response of the surface
up to the visible and ultraviolet energy range (where only
tight-binding calculations!” have been carried out so far),
explaining the differences with respect to the independent
particle approximation in terms of correlation effects. More-
over, we test the reliability of a simpler long-range, nonlocal,
and energy-independent kernel,'” to describe both regimes.

II. TIME-DEPENDENT DENSITY-FUNCTIONAL
THEORY

TDDFT is, in principle, exact and represents a promising
and simple alternative to the BSE. Indeed, TDDFT requires
the knowledge of the density response function x(r,z;r’,t’),
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in contrast to the BS equation where the full, four-point, e-h
Green’s function is needed.

TDDFT casts all many-body effects into the
dynamical  exchange-correlation  kernel fXC(F,t;;’ ,t")
=80, (7,1)/ p(r' ,1"), where v,(F,7) is the time-dependent
exchange-correlation potential. The absorption spectra can
be rewritten in terms of the time Fourier transformed Y, that
TDDFT defines as a solution of a Dyson-type equation

x(?,;';w) =)(0(F,;’;w) +f f dfdeO(F,?; )

1 . N
(rrw rriw), 1
xl|?_ﬂ+fxc( )}X( ) (1)

with (7,7 ; ) the independent-particle susceptibility. A re-
liable calculation of the absorption spectra depends on how
good is the approximation used to describe f,.(7,r"; o).

The simplest approximation, the adiabatic extension of
the static LDA (ALDA), is surprisingly good in molecules
and small clusters,® where the Hartree contribution is domi-
nant. However, in extended systems, where the xc compo-
nent (f,.) becomes more important, ALDA fails in describing
excitonic effects.'® This failure has been traced back to the
lack, in the ALDA, of the long-range spatial tail of the ker-
nel, reflecting the —1/r electron-hole interaction at large
distances.!? In the last years several attempts to include the
correct long-range tails have been proposed. A simplified
scheme, proposed in 2002 by Reining et al.,'® consists in
approximating the TDDFT kernel, in momentum space, with
the expression —a/g?, which, by construction, has the right
asymptotic behavior of the exact TDDFT kernel. Here, we
refer to this kernel as the Reining Onida Rubio Olevano
(RORO). The constant « is material dependent and can be
determined by fitting the bulk optical spectra,'®!°

Instead, starting from the many-body framework, several
groups, following different approaches, have shown in the
last years that it is possible to derive a spatially nonlocal and
energy-dependent kernel that is completely parameter free.
Reining and co-workers!! have assumed the equivalence of
the four-point polarizability of the BS equation with the two-
point polarizability of TDDFT, that is rigorous only for the
two-point contraction of the BS equation polarizability. An
alternative approach,'?!3 instead, used the BS equation to
derive a perturbative expansion of the f,. in powers of the
screened e-h interaction W. The first order of this expansion,
shown in Eq. (2), reduces to the expression found by Reining
and co-workers. This same first-order expression for f,. has
been later obtained by using a density-functional approach to
the MBPT.2° From now on, we will refer to this kernel as to
the MB kernel.

The MB xc-kernel f*1® has been shown to yield optical
spectra of bulk semiconductors'"!> and insulators'? in very
good agreement with BS equation results and experiment.
Noticeably, ch has been proved to correctly account for
strongly bound excitons in wide-gap insulators, such as LiF
and SiO,,'? and in one-dimensional polymers.'>

According to Refs. 12 and 13, the MB xc kernel is written
as
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W o) = f f drdixgp(F, 7 0) PV 7 0) xpp(For' s ),

(2)

P being the first order W contribution to the irreducible
polarizability P.2' P is strictly related to the exciton
Hamiltonian, which, however, is not diagonalized in this ap-
proach. The perturbative stability of f,. is ensured by the
exact inclusion of the GW induced gap correction in the
quasiparticle polarizability x,p to all orders.'® Then, the ir-
reducible polarizability is calculated according to the TD-
DFT formulation,

P(0) = Xop(@) + Xop(@)fie (0) P(). A3)

Since P and f,. are all two-point quantities, TDDFT is, in
principle, computationally less demanding than the BS equa-
tion and could be employed in the case of more complex
systems, such as surfaces, nanostructures, biological mol-
ecules, etc., where the BS equation is hardly usable. Surfaces
are particularly difficult to study, since a large number of k
points and of transitions must be included in the excitonic
Hamiltonian. As a consequence, the optical spectra of sur-
faces are, in general, calculated in a small energy range
above the gap, in order to reduce as much as possible the
dimension of the BS kernel. Although TDDFT provides a
potentially efficient tool to overcome this limitation, the per-
formance of the MB xc-kernel is unknown in the two-
dimensional case. Testing the performance of this kernel is
the main purpose of this work.

III. Si(111)2X 1 SURFACE

The Si(111)2 X 1 surface reconstruction is well described
by Pandey’s 7-bonded chain model,??> where the atoms in the

first layer form zigzag chains along the [110] direction.
Filled and empty surface bands occur within (or close to) the
bulk gap, due to the dangling bonds of first-layer atoms. The
first determination of surface states with optical means ap-
peared in 1968 when Chiarotti and co-workers measured the
surface differential reflectivity (SDR) of Ge(111)2X 1.2} In
SDR experiments, the reflectance of the chemisorbed surface
(oxidized in that case) is subtracted from that of the clean
surface, the difference being surely related to the surface. In
1971 a similar experiment was carried out on Si(111)2X 1.
SDR shows, for both materials, a peak at 0.45 eV, related to
transitions across surface states.?* Later SDR experiments,
carried out with polarized light, showed that these peaks oc-
cur just for light polarized along the surface chains® (y po-
larization in Fig. 1). Such large anisotropy in surface optical
properties is a clear-cut demonstration of the validity of Pan-
dey’s chain model for Si and Ge(111)2 X 1 surfaces.
Optical spectra have been measured for Si(111)2 X 1 not
only in the infrared,>*> where transitions across surface
states occur, but also in the visible and ultraviolet, up to 3.5
eV, by SDR (see Fig. 1) (Ref. 26) and up to 4.5 eV by
reflectance anisotropy spectroscopy (RAS) (Refs. 27 and 28)
(see Fig. 2). RAS (Ref. 29) is an experimental technique
used nowadays as a practical tool to characterize surfaces
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FIG. 1. (Color online) Experimental SDR spectrum of

Si(111)2X 1 for light polarized along the silicon surface chains
(y polarization, red dashed line) and perpendicular to the chains
(x polarization, black line) (Ref. 26); y is the [110] direction, x is
the [112].

and interfaces. It is a high resolution and nondestructive op-
tical technique that achieves surface sensitivity by measuring
the difference in reflectivity of normal incident light, for two
perpendicular directions on a surface. This geometry leads to
a cancellation of the bulk isotropic contribution for cubic
crystals.

The reflectance anisotropy spectrum is defined as

AR AR, - AR,
R R

i

where % is the correction (for light polarized along the i
direction) to Fresnel’s reflectivity, accounting for the nonlo-
cality, anisotropy, and inhomogeneity of the surface dielec-
tric tensor. In a repeated slab geometry the RA signal turns
out to be equal to
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FIG. 2. Experimental RAS spectrum of Si(111)2 X 1 by Goletti
et al. (Ref. 28), y is the [110] direction (parallel to the chains), x is
the [112] (perpendicular to the chains).
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FIG. 3. (Color online) Calculated RAS for Si(111)2 X 1 within
GW and BSE. y is the [110] direction (parallel to the chains), x is
the [112] (perpendicular to the chains).

where & is the half-slab polarizability.*® This can be calcu-
lated according to various approximations, even including
MB effects within BSE or TDDFT.

Tight-binding calculations?! first, and BS equation calcu-
lations later,'® have shown that the optical spectrum of this
surface in the infrared range is dominated by a quasi-one-
dimensional surface-state exciton, with large binding energy
(0.27 eV), that takes most of the oscillator strength of the
transitions across surface states. According to this picture,
this bound exciton generates the absorption peak appearing
in experiments at 0.45 eV (Refs. 24, 27, and 28) (see Figs. 1
and 2), whose observed asymmetry is most probably due to
phonon replicas. The peak calculated within the independent
quasiparticle approximation (GW) occurs instead at about
0.8 eV (see Fig. 3). For what concerns the visible range,
RAS calculations have been carried out so far only within a
single-particle, semiempirical tight-binding scheme.!”

Here, we will first show BS equation calculations from
the infrared to the UV, then we will use them as a benchmark
to assess the accuracy of the TDDFT approach.

IV. QUASIPARTICLE CORRECTIONS

16,32

In agreement with previous results, a GW minimum

gap of about 0.75 eV between the surface states (near J) is
obtained.’* While the quasiparticle electronic gap between
surface states opens, with respect to the DFT-LDA states, by
about 0.4-0.5 eV, the GW corrections between bulk states
are about 0.6-0.7 eV. The resulting quasiparticle surface
band gaps are shown in Table I, where also experimental data
taken from Refs. 34-37 are reported. As in previous
works,'®32 the agreement with experiments is good, also
considering the significant discrepancy between the data,
which are obtained using different techniques. This point has
been discussed in details in Ref. 31, and in the case of highly
n-doped samples will be the object of a forthcoming
publication.®

V. OPTICAL SPECTRA

The RAS spectrum calculated within the independent-
quasiparticle approximation (GW) is shown in Fig. 3. The
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TABLE 1. Electronic gaps at the surface high-symmetry points.
Values are in electron volt.

J K J'
DFT 0.34 0.61 1.67
GW 0.8 1.0 24

Expt. 0.6,40.75,° 0.5

4Refence 34.
PRefence. 35 and 36.
‘Refence 37.

infrared peak appears at ~0.8 eV, while it occurs at 0.45 eV
in the experiments. Using the BSE (Ref. 39) (see Fig. 3), we
recover the results of the calculations of Reining and Del
Sole (carried out in 1991 within semiempirical tight
binding)3! and of the more recent ab initio BSE calculations
by Rohlfing and Louie.'® The BSE predicts a strongly bound
exciton at about 0.45 eV in both cases.

GW calculations show a qualitative agreement with the
experiment (see Fig. 2). We distinguish three different energy
regimes, as related to the character of the optical transitions:
in the IR (E<1.1 eV) the RAS is dominated by a sharp
surface exciton peak. Below the bulk direct gap (E
<3.4 eV) we observe mixed surface-state/bulk-state excita-
tions, that turn to purely bulk-state transitions above it (E
>3.4 eV). The BSE results are overall similar to GW ones
but improve the agreement with the experimental RAS
shown in Fig. 2. The agreement between theory and experi-
ment is surprisingly good also for the fine details in the vis-
ible: the experimental RAS has negative structures at 2.1 and
3 eV and a negative plateau in between, a spike at 3.4 eV,
and a valley centered at 3.8 eV. Similar structures appear in
the BSE spectrum at about the same energies. However, a
discrepancy occurs as far as the intensity is concerned: the
calculated RAS in the visible and UV overestimates the ex-
periment by a factor 3. This is a general feature of RA
spectra,**-4> probably due to the presence of multiple do-
mains, steps, surface imperfections, etc. A detailed discus-
sion of this point for Si(100) is given in Ref. 41.

The key point is now to see whether it is possible to
properly include electronic correlations in the optical spectra
by means of TDDFT. A simple test clearly shows the inabil-
ity of TDLDA to improve the calculated spectrum with re-
spect to a standard DFT-LDA calculation (Fig. 4) in the IR
region. The TDLDA spectrum is very similar to the LDA
spectrum, and important discrepancies remain with respect to
experiment.

In contrast, by using the ch we find a very good agree-
ment with the BSE and experiment. The surface contribu-
tions to reflectance for x and y polarization, perpendicular
and parallel to the chains, are compared in Fig. 5 with those
obtained by solving the BS equation. It is clear that the
agreement between BS equation and TDDFT in the present
formulation is very good: with a MB-derived long-range ker-
nel TDDFT is able to reproduce BS equation results, even
where surface state transitions give rise to bound excitons.

The high-energy structures in Fig. 5 can be interpreted as
the contribution of the E; bulk resonant exciton occurring
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FIG. 4. (Color online) RAS calculated within DFT-LDA and
TDLDA, compared with experiment (Ref. 25). A broadening of
0.05 eV has been used in the calculated spectra.

close to 3.4 eV, with a low-frequency spread due to surface-
allowed indirect transitions; the valley at 4.5 eV is due to
surface perturbation on the E, peak.

The RAS, calculated within the BS equation and TDDFT
approaches, is shown in Fig. 6. Again, the agreement is very
good for the excitonic peak in the infrared, and good in the
visible. The main discrepancy between the two curves is just
around 3.4 eV, and can be explained by the fact that the RAS
arises from small differences between the spectra calculated
for different polarizations of light. As a result, the small dif-
ferences between BS equation and TDDFT for the two po-
larizations shown in Fig. 5, after subtraction, can yield, at
some frequencies, a bigger difference in the RAS, as evident
in Fig. 6. Nevertheless, we can conclude that BSE and TD-
DFT give results in fairly good agreement also for the RAS.

A crucial aspect of the present TDDFT method is that it is
computationally more advantageous than the BS equation.
The BS exciton Hamiltonian for the present Si(111)2X 1
surface is as large as 100 000 X 100 000. In contrast the Fou-
rier transform of Eq. (1) reduces to the inversion, at each
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FIG. 5. (Color online) Calculated surface contribution to reflec-
tance for light polarized along x (perpendicular to the chains) and
along y (parallel to the chains) within TDDFT (many-body kernel)
and BSE.
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FIG. 6. (Color online) Calculated RAS for Si(111)2 X 1 within
TDDFT (many-body kernel), TDDFT-RORO kernel (a=+0.2), and
BS equation.

frequency, of a 100 X 100 matrix, three orders of magnitude
smaller than the BS hamiltonian. Moreover to calculate P!
[see Eq. (2)], the BS Hamiltonian must not be diagonalized.

An even simpler approach to calculate optical spectra is
based on the use the nonlocal, but energy-independent ker-
nel, known as the RORO kernel: f,.=—a/q>.'" Here we
check its ability to describe the RAS of the Si(111) surface at
high and low energies, namely, in the regions of weak exci-
tonic effects and of bound excitons, respectively. We have
performed the test for a=0.2, which is appropriate for bulk
Si (in this way, we do not introduce additional parameter for
the surface). The results are shown in Fig. 6. The agreement
with the BS equation results is fairly good in both regimes.
The main discrepancy is that the exciton binding energy is
slightly underestimated within the RORO approach. This is
probably due to the fact that surface screening of the e-h
interaction is weaker than bulk screening described by the
bulk « value. On the other hand, it is already known that the
RORO kernel does not give an accurate description of exci-
tonic effects when they are strong, as in insulators.*® In con-
clusion, we argue that the RORO kernel can be applied,
without additional parameters, to surfaces of semiconductors
with not too strong excitonic effects. In these cases, the re-
duced accuracy of the RORO method is more than compen-
sated by the dramatic reduction in the computational work:
the kernel is calculated at once in terms of the parameter «,
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without calculating nor diagonalizing the exciton Hamil-
tonian. The computational complexity is the same as that of
a single-particle calculation.

VI. CONCLUSIONS

We have carried out wide range calculations of the optical
properties of the prototypical surface Si(111)2 X 1, from the
infrared to the UV range. We confirm that a strongly bound
surface-state exciton appears in the infrared, close to the ex-
perimental value of 0.45 eV, while only weak excitonic ef-
fects occur at higher frequencies. The inclusion of excitonic
effects is however crucial to obtain a quantitative agreement
with experiment in the high-energy region.

Moreover, we have carried out TDDFT calculations for
the optical properties of a surface using the many-body ker-
nel. The agreement with BS equation results is very good,
both for transitions across surface states, where strong exci-
tonic effects occur, and for bulklike transitions. This is a
demonstration that TDDFT is able to reproduce BSE results
also at surfaces. Together with the early demonstrations that
this kernel works well in three dimensions, and more recent
demonstrations that it works well in O and 1 dimension, we
have finally shown that the approach of Egs. (1) and (2) may
yield good optical spectra, in very good agreement with
those coming from the solution of the BS equation, in all
systems, from zero to three dimensions.

Finally, we have also carried out optical spectra calcula-
tions for Si(111)2 X 1 using the static —a/g* kernel proposed
in Ref. 10. In this case the agreement with BS results slightly
worsens but it is still satisfactory. If such kind of agreement
will be confirmed by calculations for other surfaces, the
RORO method could become a simple and computationally
unexpensive approach to the optical properties of surfaces
with weak excitonic effects.
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