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Recognizing the interesting effects associated with deep centers in II-VI semiconductors, we reveal the
recombination centers map in In-doped CdTe thin films by introducing a systematic and comprehensive
phototransport spectroscopy method. The method is more reliable than previous phototransport methods as it is
based on a stringent self-consistency of the temperature dependencies of four phototransport properties with a
given model. This limits the number of scenarios and narrows the parameter space that can account for the
experimental data. We suggest that the deep centers that can account for the data in the studied CdTe system
lie both above and below the Fermi level, and that their special distribution can account for some of the
“exotic” or “puzzling” phenomena observed in n-type CdTe. However, the main purpose of this work is to use
the analysis of the In-doped CdTe system as a vehicle for a quantitative comprehensive test of the qualitative
physical-analytic ideas of Rose that have guided numerous studies of phototransport in semiconductors. Intro-
ducing here the concept of the “center of gravity” of the density of states distribution further extends these
basic ideas.
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I. INTRODUCTION

CdTe is a semiconductor that has been investigated inten-
sively in the last fifty years.1–3 The interest in this material
follows from its special properties that make it a convenient
arena for the study of new physical phenomena in solids, on
the one hand, and a suitable candidate for various photoelec-
tronic applications, on the other hand. As such it became a
conspicuous example for the intersection between basic and
applied science. In particular, the effect of deep defect states
on the microscopic structure and transport has resulted in
rich exotic electronic phenomena such that their understand-
ing may be the key for the development of existing and
future devices. Notable new phenomena associated with
these states are certain photoinduced effects4 such as photo-
induced lattice relaxation5 and the accompanying persistent
photoconductivity in n-type, In-doped, CdTe.6,7 These phe-
nomena add to the conventional widely used photovoltaic-
solar-cell applications,3 optical switching and high density
data storage,8 its potential use as a photorefractive material9

and photo, x-ray and �-ray detectors.10 An important prop-
erty of CdTe is that it is a bipolar semiconductor, i.e., that
both electrons and holes can have sufficiently long lifetimes,
and as such, can yield a rich variety of useful homostructures
and heterostructures such as the ones that we have demon-
strated previously by constructing inverted solar-cell
heterostructures.11 As will be shown below we will make this
bipolar property a convenient tool for the study of fundamen-
tal properties of this material.

The above-mentioned new photoinduced phenomena in
general12 and for In-doped CdTe, in particular,13,14 have been
explained in terms of metastable deep states associated with
a donor �known as the DX� center that involves local lattice
relaxations. However, while the deep levels in CdTe control
its photoelectronic properties and while numerous studies of
these states were and are currently reported we actually
know very little about their character in general and their

energetic location in particular.15–18 In view of the limited
scope of the present paper we will not review or discuss the
many attempts to derive that information and limit our dis-
cussion and the cited literature to In-doped CdTe. We should
point out, however, that the many data16,19 that were prima-
rily derived by photoinduced current transient spectroscopy
�PICTS� and deep level transient spectroscopy do not yield a
consistent picture of where do the defects lie energetically
and what are their capture coefficients. For example, numer-
ous values have been assigned to the energy level of the
negatively doubly charged Cd vacancy. These range from
Ev+0.05 eV to Ev+0.65 eV, where Ev is the valance-band
edge. Similarly for the system of In-doped CdTe that is stud-
ied here values from Ec−0.42 eV �Ref. 7� to Ec−0.66 eV,20

where Ec is the conduction-band edge, have been attributed
to indium defect complexes. In particular, an Ec−0.42 eV
value was attributed to the DX centers.7 We will discuss
these observations in light of the results obtained in the
present study.

An intriguing result of PICTS is the observation in Sn-
doped CdTe films17 that one type of deep centers �at Ec
−0.15 eV� appears to prevail in the studied temperature
range while the concentration of another type of centers of
lower energy �at Ec−0.36 eV�, was concluded to disappear
at the lower temperature end of that range. This appears to be
an interesting and quite surprising result considering the fact
that there is no simple mechanism that can eliminate existing
centers just by the variation in temperature.

Following the fact that previous works have concentrated
mostly on the spectroscopy of the CdTe system �i.e., only on
the determination of the energy levels of the defects16,19�
and, as far as we know, there were no attempts to derive
comprehensive quantitative models of the defect centers that
include the capture properties and their distribution through-
out the band gap, it appeared to us that such a determination
of the defect-state distribution in CdTe systems, in general,
and in In-doped CdTe samples, in particular, is called for.
This also appears to be a prerequisite for the understanding
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of the phototransport properties in general and the “exotic”
phenomena �associated with the formation of the DX-like
centers7 or other effects17� in it, in particular. Moreover, not-
ing the lack of self-consistency checks between various
samples and methods, a method that will have a built-in self-
consistency test is needed. In this paper we propose to apply
our steady-state phototransport technique21–25 in order to
overcome this difficulty. This spectroscopy is based on the
steady-state measurements of four phototransport properties
and the application of the stringent condition that the tem-
perature dependencies of all four of them are accounted for
by the same states distribution model.21–25 In this method the
experiments are carried out by the use of the photocarrier
grating �PCG� technique that takes advantage of the bipolar
nature of the photoconductor under study.23,26 The four pho-
totransport properties considered are the basic mobility-
lifetime products27–30 of the electrons, ����e, and the holes,
����h, as well as their well-known corresponding light inten-
sity exponents,28–30 �e and �h. The experimentally obtained
temperature dependencies of these properties are compared
then with results that are obtained in computer simulated
models. This is done by a careful systematic increase in the
complexity of the model until there is a model for which all
four dependencies of the model simulations match the ex-
perimental results. The simplest model is in which the de-
fects have the same energy level with a minimum number of
corresponding parameters. The complexity of a model is in-
creased by increasing the number of parameters or their tem-
perature dependence. If this appears to be insufficient we
turn to a system of a higher number of levels and continue as
above. We have confirmed already in other systems that the
above requirement regarding the results of all four pho-
totransport properties is stringent enough to limit consider-
ably the possible scenarios that can account for the experi-
mental data.22,23 We also note in passing that in the present
context utilizing the bipolar nature of CdTe, that enables the
study of the properties of the minority carriers simulta-
neously with those of the majority carriers, provides an ad-
vantage over the transient methods that are based only on the
majority carries. This is since the latter are myopic to the
states that control the recombination kinetics of the minority
carriers.

Turning to the interesting system of In-doped CdTe that
we studied here we noted that we have to apply samples that
have a high enough In content in order to yield detectable In
complexes that yield DX centers. On the other hand, the
content has to be low enough to avoid persistent
photoconductivity4 that may jeopardize the simple derivation
of the above four quantities from the experimental data. This
condition appears to be satisfied in our samples that have a
concentration of 1018 cm−3 In atoms. We note then that the
energetic position and the parameters of the defect centers
that we derive here are associated with such samples.

Last but not least is the basic physics insight that is gained
by the comparison of simulated results with the experimental
data. In particular, the effect of the various parameters asso-
ciated with the recombination process is evaluated quantita-
tively. This enables an extension of the original ideas of
Rose28 that have guided the research in the field in the last 50
years. In particular, the effect of the position of the Fermi

level, EF, on the phototransport properties, that was shown
by Rose to be the key to the understanding of the behavior of
�e and �h, is evaluated here quantitatively. The importance of
these parameters is that unlike the �� products they are as-
sociated solely with the recombination kinetics. In addition,
we found that by considering our results we are able to re-
solve the intriguing behavior observed in Sn-doped CdTe
�Ref. 17� without assuming the “disappearance” of deep de-
fect states in that system.

The structure of the paper is as follows. In Sec. II we
describe the sample preparation and the experimental method
for the derivation of the phototransport properties. This is
done very briefly since these were described in detail
previously.11,23,26 Then, in Sec. III, we present an outline of
the numerical-simulation method applied in the present
work. Because of the central role of these simulations in the
evaluation of the state distribution in the system under study
we present more of their details in Appendices A and B. In
Sec. IV we present the phototransport data and in Sec. V we
provide the main results of our systematic computer simula-
tions study. There, we tried to reproduce the experimental
results by systematically constructing possible model sce-
narios. A discussion of the results and their comparison with
previous data as well as the corresponding more general con-
sequences of this study are given in Sec. VI.

II. EXPERIMENTAL DETAILS

Our polycrystalline CdTe films have been deposited on
both p-type diamond and Corning 1737 glass substrates us-
ing CdTe/In sublimation/evaporation sources. The thickness
of the studied films was on the order of 10 �m and the
typical CdTe grain size in them �as determined by our atomic
force microscopy images� was on the order of 0.4 �m. Sec-
ondary ion mass spectroscopy profiling has indicated a con-
centration of 1018 cm−3 In atoms in the films, and analysis of
capacitance-voltage measurements indicated uncompensated
donor charges with a concentration of 1014 cm−3. In particu-
lar, by applying x-ray photoelectron spectroscopy �XPS� we
found that the Fermi level in our samples lies at 0.31 eV
below the conduction-band edge. Since our phototransport
results were much the same for the films on either substrate
we will show here only the results obtained on a sample
deposited on the glass substrate since for these samples the
nonparticipation of the substrate in the transport and pho-
totransport is secured. The films’ deposition procedure and
their structural and photovoltaic properties as well as their
n-type character were described in detail elsewhere11 and
will not be repeated here. For the electrical measurements
silver contacts 0.4 mm apart were evaporated on top of the
films.

The experimental method for the derivation of the pho-
totransport properties have been reviewed in detail in text
books and in our previous works. In particular, our measure-
ments of the mobility-lifetime ���� products and the light
intensity exponents �e and �h of the electrons and holes have
been described previously.21–26 Briefly, this method is based
on the measurements of the photoconductivity, �ph, and the
ambipolar diffusion length, L, in the PCG configuration in

BALBERG et al. PHYSICAL REVIEW B 82, 205302 �2010�

205302-2



the 80–300 K temperature range. The illumination of the
sample was provided by a He-Ne laser with a power of 15
mW. From the values of these quantities we derive then the
mobility-lifetime product of the majority carriers �the elec-
trons in the present n-type material� by applying the relations
����e=�ph /Gq for the electrons and ����h=qL2 /2kT for the
holes. Here, q is the electronic charge, kT is the thermal
energy, and G is the carrier generation rate. The maximum
value of G in our experimental setup was 1021 cm−3 s−1.
Assuming28,29 the conventional power-law dependence
of the �� products on G, we obtained from the measure-
ments the corresponding light intensity exponents using
the relations �e−1=d�log10����e� /d�log10 G� and
�h−1=d�log10����h� /d�log10 G� over the 1019�G
�1021 cm−3 s−1 range. It is quite important to note in pass-
ing that �e and �h are differentially sensitive quantities for
the determination of the energy distribution of the levels as-
sociated with the recombination centers in the forbidden gap
of a photoconductor �see below�.28–30

III. MODELS, PARAMETERS, AND SIMULATIONS

Once the four experimental temperature dependencies of
the mobility lifetime products and the light intensity expo-
nents were available we have turned to the simulations in an
attempt to try and fit model-simulation results to the experi-
mental data. The present polycrystalline CdTe system is an
ideal case for trying to account for the experimental data by
starting from the simplest possible model of recombination,
i.e., the Shockley-Read model.27,29 This is because this sys-
tem may have, in principle, centers with a few discrete levels
and/or a continuous distribution of levels due to the possible
variation in the environment of a dopant’s complex and/or
the disorder associated with interfaces �grain boundaries� be-
tween the crystallites.3,11 We started our simulations then
with models of defect-center states that have a single energy
level. When this was found to be insufficient we turned to
plausible temperature-dependent parameters within the
framework of this single-level model. When the latter step
turned to be insufficient we proceeded to models of two
types of centers where each type has a different energy level.
The model and the equations that we have used are those of
Shockley and Read27 for one type of centers while for more
than one type of centers we have applied models of others29

and ours.23 Since all the equations that describe models of
discrete defect states29 and the model that considers also a
continuous distribution of states21 are well known, they are
given �in Appendix A� here only in a concise form. In all our
discussions we consider only the “small signal” case where
one assumes that the concentration of the “free” charge car-
riers is considerably smaller than the concentration of defect
centers.

In our simulations the parameters adopted were either de-
rived by us experimentally �e.g., the position of the Fermi
level, EF, see below� or taken from other known data �e.g.,
values of the carrier mobility and capture coefficients as es-
timated from previous reports20�. In Table I we list the pa-
rameters that were taken to be constants in the simulations as
well as the parameters that were varied. For the latter we

present in the table their more common values.
An important parameter that can tell us about the system

under study is the position of the Fermi energy, EF, which is
also the key to the understanding of the kinetics of the sys-
tem as was analyzed by Rose.28 This quantity can be derived
from the temperature dependence of the dark conductivity,
�=�o exp�−Ea /kT�, where �o is the conductivity prefactor
and Ea is the activation energy, as follows. The behavior
shown in Fig. 1 for the sample under study indicates a varia-
tion in Ea from about 0.15 eV at 180 K to 0.26 eV at 300 K.
We further note in passing that room-temperature activation
energies such as found here have been previously observed
in In-doped CdTe films by others.7 This behavior is not typi-
cal to the extrinsic range of a semiconductor where the car-
rier concentration is fixed. On the other hand, the values of
the activation energy involved and the increase in Ea with
temperature may indicate the transition from an extrinsic to
an intrinsic regime in a semiconductor.31 In particular, this
interpretation would suggest that states that lie below the
Fermi energy, EF, contribute to the electron concentration in
the conduction band. In principle these may be the valence-
band states or localized band-gap states.32–34 Hence, the sim-
plest way to interpret the value of Ea at room temperature
�the highest temperature that we use in the present study� is
that it is the lowest bound of Ec−EF in our samples. In other
words, we can conclude that our EF lies below Ec
−0.26 eV. This conclusion is well supported by our XPS
value that was mentioned in Sec. II. Considering that the
band gap of CdTe is about 1.6 eV �Refs. 3 and 35� we choose

TABLE I. List of the commonly used parameters in our
simulations.

Ev=0, Ec=1.6 eV

Nco=Nvo=2.5�1019 cm−3

G=1019 cm−3 s−1.

EF=1.34 eV, Et=1.35 eV, Et1=1.2 eV, Et2=1.4 eV

Nt=Nt1=Nt2=1017 cm−3

Cn=Cn1=Cn2=Cp=Cp1=Cp2=10−8 cm3 s−1

�e=103 cm2 /V s or 103�300 /T�1/2 cm2 /V s, �h=10 cm2 /V s

NtG=1015 cm−3 eV−1, EtG=1.14 eV, W=0.05 eV
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FIG. 1. The temperature dependence of the dark conductivity in
the sample on which the phototransport data were obtained. The
activation energy Ea and the possible continuous-states EMN=Ec

−EF values, in the lower and upper temperature regimes, are
indicated.
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for our initial standard, a temperature-independent EF level
that is located at Ec−0.26 eV�Ev+1.34 eV, throughout the
temperature range under study.

While the above applies to the case of discrete levels in
the band gap, if we assume a continuous distribution of
states, as in amorphous semiconductors, we have to consider
the “statistical shift” and take �o to have the “minimal me-
tallic conductivity” value of �o=150 �� cm�−1.32–34 Apply-
ing this consideration to the results of Fig. 1 yields that the
conductivity activation energy, EMN�=Ec−EF� is 0.49 eV at
the high-temperature end, and 0.44 eV at the low-
temperature end. In that case Ec−EF is roughly a constant
and we can proceed by considering it as such. In particular,
since the band gap is 1.6 eV �Refs. 3, 35, and 36� we have
also considered the value of Ec−EF=Ec−0.44�Ev
+1.16 eV and intermediate cases, between this value and the
above Ec−EF=0.26 eV value.

The other known parameter from our own experimental
work is the range of the applied photogeneration of the car-
riers, G, which we have varied between 1019 and
1021 cm−3 s−1. In our comprehensive simulation study, apart
from EF and G we have varied all other parameters involved
in the recombination process in order to evaluate their effect
on the qualitative and quantitative behaviors of the four pho-
totransport properties.

For other parameters of the system we turned to the lit-
erature. For the mobility values �e and �h we found that they
are usually given to be on the order of 102–103 cm2 /V s for
the electrons1,15,36 and on the order of 10 cm2 /V s for the
holes.15,36 For our purpose it will be important to note that, as
in similar II-VI compounds, �e decreases with temperature
while �h is almost temperature independent in the tempera-
ture range that we study in this work. The mentioned de-
crease with temperature is due to phonon scattering but in
practice, due to the thermally activated impurity scattering,
the decrease with temperature is weaker than expected from
the former process.37

The other important parameters are the capture coeffi-
cients of the two carriers. Since a very wide range �between
10−6 and 10−10 cm3 s−1� of values of these parameters has
been reported in the literature8,20 we took reasonable inter-
mediate values at our starting point and then varied them
over a wide range in order to get the best agreement with the
experimental data. The initial fixed four values of the capture
coefficients and typical initial values of the other parameters
used in the present work are listed, following their definition
in Appendix A, in Table I. Variations from the values given
in that list will be detailed as we go along with the presen-
tation of our simulations.

Let us stress that of our comprehensive simulation study
we will present, for brevity, mainly the results that resemble
closely the experimental data, while the many other sce-
narios that we studied and that did not yield agreement with
the experimental data, will be mentioned only briefly. In our
numerical simulations we have first chosen the model, i.e.,
the set of equations that describes the recombination level
structure, as given in Appendix A, following Refs. 23 and
29. Then, in order to fit the experimental data, we varied first
the parameters that we expected to “improve” the quality of
the fitting. When the variations were exhausted we have var-

ied the previous-unvaried parameters to find whether an im-
provement is achieved. This was repeated until we concluded
that for a given model no further improvement could be ob-
tained. In solving the equations �as given in Appendix A� we
derived the steady-state concentrations of the “free” elec-
trons, n, the “free” holes, p, as well as the concentration of
captured electrons, nt, in each of the assumed levels. For the
comparison with the experimental phototransport data the
calculated values of n and p were expressed as usual21–30 in
terms of ����e=�e�n−n0� /G and ����h=�h�p− p0� /G,
where n0 and p0 are the electron and hole concentrations in
the dark. The numerical procedure used in this study is de-
scribed in Appendix B.

IV. EXPERIMENTAL RESULTS OF THE
PHOTOTRANSPORT

Following the above brief reviews of our experimental
and computational procedures, let us turn to the phototrans-
port results that we obtained. These data were found to be
much the same for the various films that we mentioned in
Sec. II, independent of the substrates on which they were
deposited. Correspondingly, we show here the results for the
sample that was deposited on the Corning 1737 glass. We
will also give here a short qualitative-phenomenological ex-
planation of these results.

The temperature dependencies of the four phototransport
parameters that we measured are shown in Fig. 2. Starting
with the electrons we see in Fig. 2�a� that for the high illu-
mination intensities, as the temperature increases, there is a
monotonic decrease of ����e. This is in contrast with
the increase in ����e at the higher temperatures that we
found at the lower illumination intensity. Typically in
photoconductors29 there is a monotonic increase in the carri-
ers lifetime with temperature due to the corresponding de-
crease in the effective concentration of recombination cen-
ters �as to be expected from the narrowing of the energy
separation of the two demarcation levels28,29�. In principle, a
decrease in the ����e product as obtained here may be a
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FIG. 2. The temperature dependence of the four phototransport
properties in our In-doped CdTe films. In Fig. 2�a� we show the
����e results for the two extreme illumination intensities �carrier
generation rates� that were used.
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result of the change in the type of centers that participate in
the recombination process �as in thermal quenching
phenomena21,28,29� and/or due to the dominating temperature
dependence of the mobility �see below�. Still, the unusual
behavior exhibited by the temperature dependencies of ����e
in Fig. 2�a� yields one of the difficulties in a straight-forward
interpretation of the data. However, as shown in Sec. V, it
also suggests a clue for the spectroscopic analysis of the
results.

In Fig. 1�b� we see that �e has practically the value of
unity up to 200 K and then it decreases to about 0.8. While a
priori there may be quite a few speculations as to the quali-
tative explanations of this behavior, only a more specific
model can account for it quantitatively. In passing we note
that the best known model that accounts for such a behavior
is the change in the width of the conduction-band tail in
disordered semiconductors.28,29 In fact, as we will see in Sec.
V, this is not the model that emerges in the present system.
On the other hand, the consideration of this variation in �e
will be very helpful in fine tuning the model that accounts for
all the observed phototransport properties.

Turning to the behavior of the holes we see that the de-
crease in ����h �i.e., here the mobility-lifetime product of the
minority carriers� with temperature in Fig. 2�c� is similar, for
the entire range of the illumination intensity that we used, to
that of the majority carriers under the high illumination in-
tensity. Following the fact that the well-known behavior of
the demarcation levels28 cannot yield a simultaneous de-
crease in both �e and �h with the increase in temperature, and
the hinted increase in �e for the low illumination intensity in
Fig. 2�a�, we can tentatively assume that the temperature
dependence of the ����e is dominated by the temperature
dependence of �e while the temperature dependence of ����h
is dominated by the temperature dependence of �h. This as-
sumption, will be well justified in Sec. V. Finally, as shown
in Fig. 2�d�, �h can be considered to be unity throughout the
entire temperature range under study. Such a behavior indi-
cates that the effective concentration of recombination cen-
ters that are available for the holes is essentially independent
of the changes in the concentration of the carriers that are
induced by the optical excitation.

Before turning to the simulations let us underline then that
the salient features of the experimental data that have to be
reproduced by the computer simulations are the decrease in
�e from about 1 to about 0.8, the constant �h=1 value, and
the decrease in ����h with temperature.

V. RESULTS OF THE COMPUTER SIMULATIONS

Turning to find the simplest model that may account for
the experimental data we consider first the model of a single-
level group of defect centers in a semiconductor with a tem-
perature independent value of EF �i.e., Eqs. �A1�–�A3� with
i=1�. For EF we choose that EF=Ec−0.26 eV �see Sec. III�.
We note, however, that even this simplest Shockley-Read
model27 has already very many parameters to yield numerous
behaviors of the phototransport properties in general and of
the photoconductivity, �ph, in particular �see also Sec. VI�. It
is then only the stringent condition of our method �i.e., the

requirement to fit the simulation results to all four pho-
totransport properties� that is expected to narrow down con-
siderably the volume of the parameter space.23 While the
most natural explanation of the decrease in ����e with tem-
perature in CdTe is the decrease in �e�T� we started, for
simplicity, with the assumption of constant �e and �h values
and examined critically whether the experimental results can
be accounted for solely by a lifetime effect which depends
only on the concentration �Nt� and properties �energy loca-
tion, Et, and capture coefficients Cn and Cp� of the recombi-
nation centers. Before we turn to the simulations, and for
providing a common ground for the discussion of the results,
we reserve in what follows the conventional term of a “ma-
jority carrier” to the carrier for which its �� product is larger,
as this is the quantity that is measured by the conventional
photoconductivity. The other carrier, i.e., the one that deter-
mines the ambipolar diffusion length, is the one with the
smaller �� to which we refer as the minority carrier. We
distinguish then between the situation where the material is
an n-type photoconductor �more photoelectrons than photo-
holes, i.e., n	 p or �e	�h� and the situation where the elec-
tron is the majority carrier �����e	 ����h�. One notes then
that the majority carries in a p-type photoconductor may be
the electron in the case where its mobility is large enough to
offset the larger lifetime of the hole.

Below we consider then the single-level centers for the
three scenarios; Et�EF, Et
EF, and Et	EF, and then we
will turn to the two levels scenario. Finally, we will consider
the scenario of a continuous distribution of states.

A. Single level with the EtÉEF scenario

In order to gain a better understanding of the basic phys-
ics of the recombination processes that are involved and in
order to account for the experimental observations, shown in
Fig. 2, we start by the simplest model in which we even
ignore the experimentally observed temperature variation in
�e �the decrease in �e toward 0.8 above 200 K�. The �e
=�h=1 scenario has been discussed in the literature28–30 for
the small signal �n , p�Nt� case and for the case where the
energy level of the recombination centers coincides �or al-
most coincides� with EF, when both are well removed from
the band edges so that the thermal excitation of the carriers
to the bands can be considered negligible. In that scenario
the defect-centers’ occupation is not effected significantly by
the concentration of the excited carriers and simple analytic
considerations apply.28,30 Correspondingly, the carriers life-
time is not sensitive to the carrier generation rate G, and
�e=�h=1.

In order to appreciate the temperature dependence of the
mobility-lifetime product under this simple scenario that was
discussed first by Rose28 and later by one of us30 within the
framework of the relative positions of Et and EF, we run here
�using Eqs. �A1�–�A3�� a case for Et that lies just above EF,
i.e., for Et−Ev=1.35 eV. The concentration of recombina-
tion centers was taken to be Nt=1017 cm−3 and they were
assumed to have a neutral character, i.e., the capture coeffi-
cient of the electrons, Cn, and the capture coefficient of the
holes, Cp, were taken to be equal. As a reasonable value �see
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Sec. III� we assume then that Cn=Cp=10−8 cm3 s−1. In order
to separate the �� products of the two carriers, we use ten-
tatively different values for the mobilities, �e
=103 cm2 /V s and �h=10 cm2 /V s. These values are born
out by values given in the literature for CdTe crystals.1 The
result of the simulation for the four phototransport properties
as well as the assumed positions of the Fermi energy EF and
the center’s level Et are shown in Fig. 3. The “height” of the
segment at Et denotes the value of Nt. The proximity of Et to
EF yields the overlap of �e and �h at the value of unity while
the computed behavior of the ��’s can be understood as
follows. Since Et	EF, the higher the temperature the larger
the concentration of electron occupied centers at of Et and
thus the lower the concentration of hole occupied centers,
pt=Nt−nt �that are available for electron recombination�.
This yields of course the increase in the electron’s lifetime,
�e, and the decrease in the holes lifetime, �h, with tempera-
ture. We note that since at EF, pt�nt and since we assumed
that Cn=Cp we got here that the ratio of the two �� products
is quite close to the ratio of their mobilities �102�. As ex-
pected we found that the feature of the decrease in ����h
with temperature for Et	EF is quite general regardless of the
other recombination parameters �e.g., the values of the cap-
ture coefficients�.

In our simulations we considered the limits of the �e
=�h=1 behavior as the energetic interval Et−EF is varied.
For example,28,30 if Et lies far below EF the charge neutrality
condition pt− pto=n−no �where pt0, nt0, and n0 are the values
of pt, nt, and n at equilibrium� will yield that �e�1 / �n−no�
and thus �e=1 /2. Similarly, for Et that lies far above EF, we
expect that �h�1 / �p− po� and thus that �h=1 /2. To find the
interval for which the �e=�h=1 result is maintained we con-
sidered various Et values establishing that the �e=�h=1 re-
sult under the above Cn, Cp, and Nt values is maintained for
the energy interval Et=EF�0.05 eV. The importance of this
observation is that it puts the missing quantitative limits on
the qualitative scenario expected from the simple theory of
Rose.28 As to be expected from the �h=�h=1 result all the
quantities that we study and shown here in Fig. 3 are found
to be independent of G for the G range, 1021G
1015 cm−3 s−1, that is used in our simulation work and is
typical for phototransport studies in semiconductors.

Considering the behavior of the �� products within the
�e=�h=1 scenario, i.e., the fixed EF and Et such that Et
−EF is relatively small, we would expect that the �e and �h,
and thus the n and p, values will simply scale with the values
of Cn and Cp and thus, for donor like �Cn	Cp� states, we
expected and found that the ����e�T� and ����h�T� curves
shown in Fig. 3 �when a temperature-independent mobility
was assumed� intersect at some temperature, indicating the
n-type to p-type transition.

We noted in Sec. II that in CdTe �Refs. 1, 15, and 36� and
similar materials37 there is a decrease in the electron mobility
with temperature in the temperature range under study while
the hole mobility in CdTe was reported15,38 to be quite tem-
perature independent there. For example, noting that the
room-temperature values of the electron mobility in
single crystals of CdTe are between �e=102 and
103 cm2 /V s, and that the hole mobility is around
10 cm2 /V s,1 we considered the phenomenological depen-
dence of �e=103�300 /T�1/2 cm2 /V s together with a con-
stant, �h=10 cm2 /V s, value. Indeed, for these �e and �h,
we found an excellent agreement with the corresponding
temperature dependence of the electron �lower curve in Fig.
2�a�� and hole �� products of Fig. 2. These results are quite
robust for our single-level model as they were found to be
maintained for a constant, NtCn=NtCp=109 s−1 value. As we
will see throughout this work and as was pointed out above
we could not find any other scenario (of those considered in
this work, i.e., the simplest possible scenarios) that can ac-
count for all the three other experimental behaviors of� the
phototransport properties without assuming a decrease in �e
with temperature. The fact that this decrease in �e with tem-
perature is well known for CdTe �Refs. 1 and 37� gives us
then confidence that the approach that we use in our simula-
tions is reliable. In passing we note of course that, since, say;
����e is also proportional to the �e /CnNt product, one cannot
distinguish a priori the influence of each of the three param-
eters. However, having some prior knowledge on each of
them, as in the present study, enables a more detailed “effec-
tive” model in general, and the attribution of the temperature
dependence of the �e /CnNt product to one or more of these
parameters, in particular.

In trying to evaluate the behavior shown in Fig. 2, still
within the single-level model, we have to consider the pos-
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FIG. 3. The simulated temperature dependence of the four pho-
totransport properties and the energy level of the defect center in the
simulated one-level model. The height of the line at Et conveys the
concentration of the centers. Also indicated is the position of the
Fermi level. The parameters used in this simulation are given in
Table I.
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sible effect of temperature on the capture coefficients. Obvi-
ously, to account for the decrease in both �e and �h with
temperature we would need to introduce an increase in the
capture coefficients with temperature. While not unreason-
able �and since the centers can be activated under some
conditions39� this is quite opposite to the usually observed
and expected �carrier activated� behavior.28 However, since
such an increase in Cn and/or Cp with temperature can be a
result of quite a few scenarios39 �e.g., the increased trapping
by DX centers� we did consider this case in some detail.
Indeed, we were able to reproduce the decrease in ����e with
temperature by a phenomenological behavior such as Cn
=10−8�T /300�2 cm3 s−1. However, since we do not have an a
priori knowledge or another justification for such tempera-
ture dependence of the capture coefficients, we prefer, at
present, the above scenario of the mobility decrease with
temperature for which there is evidence in the above cited
literature. Of course, the other possible temperature-
dependent parameter in the present simple, one energy level,
model may be the position of Et with respect to EF. This
position variation will be considered in the following section.

B. Single level with a �eÅ1 and/or a �hÅ1 scenario

As we have pointed out above the �e=�h=1 case is a very
good starting point for the introduction of the system with a
single-level defect centers. It is, of course, unsatisfactory
when we consider the decrease in �e from 1 to 0.8 between
200 and 300 K in Fig. 2�b� and the different behaviors of
����e for the low-G and the high-G cases that were shown in
Fig. 2�a�. We tried then first to reproduce the entire experi-
mental behavior shown in Fig. 2 by having an Et that is well
�a few kT� separated from EF. This is since we know28,30 that
under small signal conditions �n , p�Nt�, as in our work, a
�e�1 behavior can be obtained only when Et is removed
from EF.

Starting with the Et
EF scenario we recall that in this
case28,30 the charge neutrality is conserved by a balance be-
tween the concentration of the free majority carriers �in our
case the electrons�, n, and the hole occupation of the recom-
bination levels, pt, when the levels are almost fully occupied
by electrons. This yields then �e=1 /2 and �h=1 values for
the entire temperature range except for the very high-
temperature range where the concentration of the thermally
excited electrons, n0, exceeds pt. For our purpose, of trying
to simulate the behavior shown in Fig. 2, the important ob-
servation is that the increase in �e with temperature, from 1/2
to 1, is in sharp contrast with the experimentally found de-
crease in �e from 1 to 0.8 over the same temperature range.
Following that we turned to the other possible scenario, i.e.,
where Et is well removed from EF but Et	EF. In that case
the material is n type in the dark while under illumination it
can become a p-type photoconductor. To follow this more
complicated case we started, for simplicity, with the deeper
possible EF value �see Sec. III� by taking Ec−EF at 0.44 eV,
so that the material, in the dark, is a “weak” n-type semicon-
ductor. Indeed considering this case with Et−EF=0.24 eV
we got, as shown in Fig. 4, the expected behavior. At low
temperatures the material is a p-type photoconductor, �h

=1 /2, and ����h is practically a constant. The �h=1 /2 comes
of course from the charge neutrality conditions �i.e., the
equality of nt and p �Ref. 28��. On the other hand, there are
less photoelectrons than photoholes, and thus, �e=1, and
����e is a constant. As the temperature increases there is an
increasing concentration of the thermally excited electrons,
no, yielding the increase in the electron occupation of the
centers and thus the simultaneous increase in the electron
lifetime with the decrease in the hole lifetime. When no
dominates the recombination, both �’s tend to unity. If how-
ever EF is higher �the n-type character of the material in the
dark is enhanced� the transition due to the thermal excitation
starts to dominate the system at lower temperatures. For our
purpose of evaluating the experimental behavior, the impor-
tant point here is that the Et	EF case provides the key char-
acteristic of the behavior shown in Fig. 2�b�, i.e., the de-
crease in �e from unity upon the increase in temperature.

Following however the need to reproduce the decrease in
�e with temperature, as well as the constant �h=1 value, that
we found experimentally, and our knowledge30 that these
values depend on the Et−EF separation, we have tested an
empirical temperature-dependent separation of Et−EF such
that at low temperature Et�T� will yield the �e=�h=1 behav-
ior �i.e., Et just above EF� and at high temperature Et will
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FIG. 4. The simulated temperature dependence of the four pho-
totransport properties and the corresponding energy levels in the
system. This is for a defect-center level �Et−Ev=1.4 eV� that is
well removed from a deeper �EF−Ev=1.16 eV� Fermi level. The
other parameters are as in Table I.
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yield a �e value that is smaller than unity while keeping the
�h=1 value �i.e., Et is shifted to below EF�. In principle, of
course, this may be due to an EF that simply increases with
respect to Et or due to the decrease in Et with increasing T.
The first possibility is however in contrast with the behavior
shown in Fig. 1 �Ec−EF should decrease rather than increase
then� and with the expectations for conventional
semiconductors.31 Hence, if any, the latter scenario is much
more likely. Correspondingly, we checked then the possibil-
ity of the decrease in Et with temperature. In the choice of
parameters for that case we were guided by the two-level
scenario that will be introduced below. In particular, we
searched for phenomenological dependencies of Et�T� that
could reproduce the experimental results. Such dependencies
were Et=Ev+1.35 eV for, say, T
80 K and Et=Ev+1.35
−0.15�T /350�2 eV, or Et=Ev+1.35−0.15�T /325�3 eV, for
higher temperatures. These shifts of Et are on the order of the
changes in the band gap in this material.1 At this stage the
important point is that using these dependencies we did in-
deed reproduce the experimentally observed �e, �h, and
����h behaviors and, if the above suggested temperature de-
pendence of �e is introduced, also the ����e behavior. We
note however that we do not have an a priori justification or
physical grounds for such a shift of Et except that the behav-
ior of this model resembles effectively the two-level scenario
of Sec. V C.

C. Two-level scenario

We start our consideration of the next set of possible sce-
narios with temperature-independent recombination param-
eters but with the inclusion of two types of centers with two
different energy levels: the first level, Et1, lies below EF in
order to provide the sublinear �e values at the higher tem-
peratures and a second level, Et2, lies just above EF, in order
to secure the low-temperature �e=1 result. This is since if
both levels lie on the “same” side of EF we get essentially an
effective single-level scenario such as the one considered
above. Our expectation is then that the two-center model
with levels on the “opposite” sides of EF will yield the be-
havior of �e, �h, and ����h as in Fig. 2. As with the single-
level model we could not reproduce in our many trials the
observed decrease in ����e with temperature �Fig. 2�a�� when
a temperature-independent �e value was assumed. Following
these expectations we constructed a two-level model with
EF−Ev=1.34 eV, Et1−Ev=1.20 eV, and Et2−Ev=1.35 eV
and took �e to be 103�300 /T�0.6 cm2 /V s, noting that this
behavior represents well a mobility that is determined by
both, phonon and impurity scattering processes.37 Indeed, the
basic qualitative features of the experimentally observed be-
havior in Fig. 2 were confirmed.

Following this qualitative agreement we tried then to nar-
row down the parameter space in order to approach the ex-
perimental results of Fig. 2 more quantitatively. An important
feature was that with decreasing G �in our experimental
range of 1019�G�1021 cm−3 s−1� the onset of the decrease
in �e shifts to lower temperatures. This behavior is a clear
indication that the Et1 level becomes more involved in the
recombination as the temperature increases. In other words,

the increase in temperature provides enough hole occupied
recombination sites at Et1 so that this channel of recombina-
tion determines the electrons lifetime. This is quite a signifi-
cant indication that our two-level model captures the essen-
tials of the behavior shown in Fig. 2.

Varying the values of the capture coefficients and the con-
centration of the two types of defects, for a given two-level
scenario �when Et2	EF	Et1�, we found that the simulated
behavior is not too sensitive to the ratio of the values of the
capture coefficients of the two charge carriers. However, the
centers of the upper level �Et2� cannot be acceptorlike and
the centers of the lower level �Et1� cannot be donorlike. Of
course, since the behavior of the two levels is interdependent
we cannot suggest well-defined values for the capture coef-
ficients of either level. Considering the need for a quantita-
tive fit and from the findings of the ranges of values of Nt1
and Nt2 �for which we found the transition in the recombina-
tion channel� we could conclude that the capture coefficients
of the two levels are on the order of 10−9 cm3 s−1 and that
they can be in the range of 10−11–10−7 cm3 s−1. On the other
hand, our method enables the derivation of relatively narrow
ranges for the concentrations of the recombination centers,
around Nt1�1015 cm−3 and Nt2�1017 cm−3, for the above
rather wide range of their capture coefficients. To make sure
that the above behavior is due to two levels and cannot be
reproduced by a single level we checked the above model
with alternatively, diminishing, each kind of centers, finding
indeed the behavior of the expected corresponding single
level. The latter results show clearly that the resemblance we
got to the experimental data is due to a combination of the
recombination in two types of centers.

In our simulations we found an increase in �e at the high-
est studied temperatures. This behavior, as well as the behav-
ior of the mobility-lifetime products there, was shown to be
determined by the thermal generation of the free carriers. We
did not see such a behavior in the experimental results. This
suggests that the true position of EF is lower than assumed in
our model, so that the role of these thermally excited carriers,
which is not important for our spectroscopy, should not be
taken into account. The lower EF is in agreement with our
evaluation, in Secs. II and III, that the possible maximum
value of Ec−EF can be as large as 0.44 eV. This suggests that
the Ec−EF value should be an intermediate one between 0.26
and 0.44 eV. Following these considerations and after a de-
tailed study of the effect of the position of Et1 and Et2 on the
results we have checked the effect of the position of EF on
the results while keeping the intervals Et2−EF=0.01 eV and
EF−Et1=0.19 eV constant. We carried out the simulation
then for EF=Ev+1.20 eV and EF=Ev+1.28 eV. The results
shown in Fig. 5 for the latter case are the closest to the
experimental data that we ever got, supporting our conjec-
ture that the value of Ec−EF in our experimental results is, as
suggested above, somewhat larger than 0.26 eV.

D. A Gaussian distribution of states

We have seen above that a single discrete-level state can
reproduce the experimentally observed features only if we let
the defect level shift with temperature from above to below
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EF. For the two-center model we have seen that we can re-
produce the experimentally observed results if the level of
one set of centers lies above EF and the level of the other set
of centers lies below EF. Hence, the salient conclusion from
the above results is that in order to reproduce the experimen-
tal results we need a distribution of states such that there are
some that lie above EF and some that lie below EF. The
simplest scenario of this possibility is that of one type of
centers such that while they have the same character they
have an energy-level distribution around EF. As a corre-
sponding plausible scenario we considered then a Gaussian
distribution of defect states around a given level, EtG, that
lies close to EF. The existence of a state distribution is quite
reasonable physically since it may well be that the origin of
the defect states in In-doped CdTe is in the grain boundaries
or the dopant complexes, and both of these constitute of
somewhat disordered systems as is well known to be the case
in polycrystalline or microcrystalline materials.21 In the
present case, if DX centers are considered, it is likely that
such a distribution will result from the corresponding distri-
bution of the lattice distortions. On the other hand, a

Gaussian-type distribution may arise in such a scenario since
one would expect on physical-statistical grounds that the
concentration of particular distortions will decrease with the
degree of distortion as is the case in other disordered
systems.40

Following the above considerations we turned to the study
of the case of the Gaussian state distribution: N�E�
=NtG�1 / �2�W�exp�−�E−EtG�2 /2W2�, where EtG is the cen-
ter of the Gaussian and W is its width. Such a distribution
was previously used in studies of phototransport properties
of amorphous41 and microcrystalline21 silicon. As initial val-
ues we considered first a peak density, NtG, of
1015 cm−3 eV−1, a reasonable peak width of W=5
�10−2 eV, and a common capture coefficient for electrons
and holes with a value of 10−8 cm3 s−1. As to be expected
the most interesting case appears to be the one in which
EtG=EF. This is since, as with the single-level case, the en-
forced asymmetry in the occupation of the states �Ec−EF

EF−Ev� provides a higher concentration of electrons than
holes in the recombination centers. Hence, the material is a
weak n-type photoconductor. This effect strengthens with the
increase in temperature yielding the decrease in �e and the
increase in ����e at intermediate temperatures. On the other
hand �h behaves as a classical minority carrier30 with �h=1.
At still higher temperatures the role of no becomes important
and �e→1 while �e decreases. This behavior is seen in Fig.
6.

Turning to the comparison with the experimental results
shown in Fig. 2 the clear advantage of the Gaussian case, in
comparison with that of the single-level case, is that the
change in temperature causes a significant change in the oc-
cupation of centers both above and below EF. The results in
Fig. 6 �where we assumed a temperature independent �e� do
indeed resemble the experimental results as far as the expo-
nents are concerned but they do not show the expected de-
crease with temperature in either ����e or ����h. Similarly,
the fact that we did not see a temperature dependence in
����h for the Gaussian cases with EtG�EF suggests that only
the case with EtG	EF may account for the experimental
data. Translating that conclusion to the present model we
have put EtG above EF. This is also expected to yield that the
increase in temperature will excite electrons to a higher den-
sity of state regions which is “deeper” for the holes, and thus
will cause the decrease in ����h. In other words the concen-
tration of hole-effective recombination sites will increase
with temperature, thus yielding the decrease in ����h. Indeed
these expectations were fulfilled in our simulations. How-
ever, following the effect of the variation in the parameters,
EtG−EF, NtG, Cn, Cp, and G, within their reasonable limits
�that can be gathered from the above discussions�, did not
yield a considerable decrease in �e around 200 K and the
minimum of �e was always at temperatures higher than 300
K. The only change in the system parameters that got us very
close to the experimental behavior was the shift of EF deeper
into the band gap, making the model corresponds to an even
“weaker” n-type photoconductor. Indeed for EtG−EF
=0.06 eV and EF−Ev=1.1 eV the results resembled very
much the experimental results of Fig. 2. These results were
much the same for EF−Ev=1.08�0.02 eV. On the other
hand, for EF−Ev=1.00 eV, we got a “temperature delayed”
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FIG. 5. The simulated temperature dependence of the four pho-
totransport properties and the corresponding energy levels of the
two defect centers in the system when EF−Ev=1.28 eV. The other
parameters in the system are as given in Table I, except that G
=1021 cm−3 s−1, Et2−Ev=1.35 eV, Cn2=Cp2=10−9 cm3 s−1, Cn1

=10−10 cm3 s−1, Cp1=10−8 cm3 s−1, Nt1=1015 cm−3, Nt2

=1017 cm−3, and �e=103�300 /T�0.6 cm2 /V s.
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decrease in �e and, for EF−Ev=1.14 eV, we got an exagger-
ated early decrease in �e. These provided then the limits to
the EF−Ev interval. The less significant role of the other
parameters further emphasized that in addition to the EtG
−EF separation the energy interval EF−Ev here is the other
crucial parameter in the determination of the phototransport
in the system, and that for this parameter the parameter space
is very narrow. For example, the optimized value of W was
found to be W=0.05�0.01 eV. Turning to the character of
the states we found that the states can be neutral or accep-
torlike, as long as the capture coefficients stayed around the
10−8 cm3 s−1 value. Of course, pronounced donorlike states
will “tip the balance” toward a more p-type photoconductor,
as would a pronounced EtG
EF scenario. This will yield
however a disagreement with the experimental results.

Finally, our “fine tuned” model that includes the tempera-
ture dependence of �e is shown in Fig. 7. In order to have a
quantitative fit we took now �e=10�300 /T�1/2 cm2 /V s and
�h=0.5 cm2 /V s. We found of course very similar results
when we interplayed between the values of the mobility and
the values of the capture coefficients. Also, by very fine tun-
ing we got the same results when we assumed mobilities of
�e=300�300 /T�1/2 cm2 /V s and �h=2 cm2 /V s but with
EtG−Ev=0.96 eV and Cn=Cp=10−7 cm3 s−1. The latter two

changes are well understood since the shift of the �e mini-
mum due to the increase in the capture coefficients will be
compensated by the weaker n-type character that is achieved
by taking EF to be deeper while keeping the interval EtG
−EF constant. We see then that the 0.44�Ec−EtG
�0.49 eV range that is used here is consistent with the EF
values that we estimated from our XPS and the dark conduc-
tivity results, when we assumed that EF lies within a continu-
ous distribution of states. These Ec−EtG values are also in
agreement with the values estimated in the literature.42 We
conclude then that the latter scenario provides a full and
self-consistent account for the experimental results shown in
Fig. 2.

VI. SUMMARY AND DISCUSSION

In this work we have studied the defect-state distribution
and the recombination mechanism in In-doped CdTe films
which is a system of a very wide interest. The determination
of this distribution was enabled here by applying a step-by-
step simulation method that is appropriate for bipolar semi-
conductors. In general, our method is based on the simple
idea that the larger the number of available data sets the less
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FIG. 6. The simulated temperature dependence of the four pho-
totransport properties and the corresponding Gaussian defect-state
distribution in the system. The parameters are as given in Table I
but EtG−Ev=EF−Ev=1.34 eV.
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FIG. 7. The simulated temperature dependence of the four pho-
totransport properties and the corresponding Gaussian defect-state
distribution in the system. The parameters are as given in Table I
but EF−Ev=1.08 eV, EtG−Ev=1.14 eV, NtG=1016 cm−3 eV−1,
�e=10�300 /T�1/2 cm2 /V s, and �h=0.5 cm2 /V s.
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the number of arbitrary parameters that have to be assumed
in the interpretation of the experimental results. This method,
unlike the more common methods, gives the defect distribu-
tion throughout the entire band gap rather than in a limited
portion of it. Also, in contrast with spectroscopic methods,
the present method provides not only the energy levels of the
defects but also their concentration and character. The most
important aspect of the suggested method is however that it
has stringent systematic self-consistency tests that are miss-
ing in the individual spectroscopic methods that were used
thus far for the above purpose. On the other hand, our
method, being based on macroscopic measurements, gives
only the simplest �effective� possible scenario that can ac-
count for the observations rather than the detailed actual
complicated scenario that may exist in the investigated ma-
terial.

To appreciate the unavoidable necessity to apply methods
such as ours for the derivation of the defect-state distribution
maps from phototransport data we note that although the
generalized Shockley-Read equations have an analytical so-
lution for the simplest cases of the density of states �single or
two discrete levels� the solutions are incredibly long �e.g.,
for the deep single-level case with negligible thermal emis-
sion the solutions of the three parameters n, p, and nt take a
third of an A4 page each�. In fact, one cannot use those
solutions in a legible way to follow the physical behavior of
the system. This is, in particular, so if one wants to follow
the dependence of the phototransport properties on an inter-
nal �such as capture coefficient� or an external �such as the
temperature� parameter. Hence, a conspicuous advantage of
our method is the direct numerical solution and the graphing
of the four phototransport dependencies simultaneously. In
addition, any other temperature-dependent quantity in the
system could also be graphed �e.g., the charge-carrier con-
centrations in the different energy states and the recombina-
tion rate at each of them� so that the understanding of the
recombination processes is made easier.

As we argue below, the comparison of our results with
other data obtained on In-doped CdTe appears to show that
indeed the method we presented can lead to quite a reliable
and quantitative picture of the energy levels and the charac-
ter distribution of the defects. In turn, this comparison will
justify our presupposition that In-doped CdTe is a convenient
vehicle for the demonstration of the usefulness of our
method for the understanding of the basic physics of recom-
bination. For example, a very satisfying outcome of this
study is that the basic physics of recombination and photo-
conduction, as suggested originally by Rose,28 is demon-
strated. This is by showing the critical role of the position of
EF with respect to the defect-state distribution. We also pro-
vided an extension of the basic ideas of Rose28 by giving
quantitative limits to the corresponding position and by in-
troducing the concept of the “center of gravity” of the states
distribution. In addition, we were able to account for the
behavior of both, the electrons and holes, as well as for the
sharpness of the variations in the phototransport properties,
not only due to the energetic position of the corresponding
levels relative to EF but also due to the effect of the other
parameters in the system.

Another satisfying outcome of the present work is the
ability to explain the data of Ref. 17 without resorting to the

“mysterious” disappearance of defects with changing tem-
perature. In that work, on Sn-doped CdTe, two main features
in the density of states were found, one at Ec−0.15 eV and
one at Ec−0.36 eV. As described in that work “the ampli-
tude of the Ec−0.36 eV peak �but not the Ec−0.15 eV peak�
appears to be strongly temperature dependent. The reason for
this is presently unclear.” To understand such a behavior one
must realize that while the defect level structure does not
change with temperature the photoelectronic “tools” that are
used for the determination of this structure �as in this study
and in Ref. 17� are sensitive to the conditions of the mea-
surement �e.g., T and G�. What one actually measures is the
outcome of a convolution of the system’s recombination
properties and the sensitivity of the experimental tool. For
example, in our analysis we saw that in the two-level sce-
nario there is a competition between the recombination pro-
cesses of the two levels, when one level lies above and one
level lies below EF. The result of this competition is deter-
mined of course by the various internal parameters of the
system �such as Cn and Cp and the position of these levels� as
well as by the opposing effects of the increase in G vs the
increase in T. We have shown that for a given G the effect of
increasing T is to shift the dominant recombination channel
from the one above EF to the one below EF, and that the
energy range where this happens �as emphasized by the
variation in �e with T� is determined by the system param-
eters, in particular, the energetic separation of the two levels
from EF. Correspondingly, above a certain temperature, the
lower level will become the dominant recombination chan-
nel. While the conditions that lead to the described behavior
are specific, the fundamental physics follows the simple idea
of Rose28 that the increase in temperature provides enough
hole-occupied recombination centers at the deeper level so
that the main factor in determining the electrons lifetime is
the recombination via that level.

Turning to our specific conclusions regarding the In-
doped CdTe system let us examine our conclusion as given
in Fig. 7 in light of the available data on such materials.
Since comparing our results with the many data in the litera-
ture will lead to quite a long discussion �that deserves a
review in its own right� and since a very recent work42 on the
subject, that can be considered to provide the state-of-the-art
understanding of the system, is available, we have chosen to
concentrate on a comparison of our results with the picture
that emerges from that study. This will enable us to establish
the validity of our method and discuss its limitations.

Babentsov et al.42 have studied In-doped CdTe crystals
with In contents in the 5�1016–7�1017 cm−3 range while
our polycrystalline films contained �1018 cm−3 In atoms.
They used however very different experimental methods to
determine some of the defect parameters. Still, in the two
studies it was found that the above concentrations were
enough to render the material n type, and in both systems it
was shown explicitly that EF lies indeed above the midgap.
The concluded ����e products in Ref. 42 were “lower than
10−5 cm2 /V” while we found few times 10−7 cm2 /V for
����e and few times 10−8 cm2 /V for ����h. These differ-
ences in the ����e values are not unexpected in view of the
possible different mobilities and defect concentrations in
single crystals42 and in polycrystalline films. Three electron
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trapping levels were detected in the various spectra men-
tioned in Ref. 42, the deepest one at Ec−0.65 eV and the
shallowest one at Ec−0.25 eV. Our results should be consid-
ered then as in “excellent agreement” with those findings
following the fact that we found independently �see Fig. 7�
that the center of gravity of the state distribution is around
Ec−0.46 eV and that the Gaussian width of the distribution
is 0.05 eV �so that defects at Ec−0.56
E
Ec−0.2 eV are
detectable�. For their above two corresponding electron trap
levels they suggest, respectively, capture cross sections be-
tween 10−11 cm2 and 3�10−15 cm2 but no values of the
hole capture cross sections were estimated there for the same
defect states. In comparison, in our simulations we have con-
cluded �see Fig. 7� that the cross sections �Cn /vth and Cp /vth,
where vth is the thermal velocity� for both, the electrons and
the holes are on the order of 10−14 cm2. Considering the
differences between the two materials we conclude from the
above comparison that there is at least a semiquantitative
agreement between our results and the available state-of-the-
art knowledge of the defect distribution in In-doped CdTe.
Moreover, since our results present the simplest scenario that
can account for the data one cannot expect this scenario to
reproduce very specific details �such as how many different
discrete energy levels are present in the system� as revealed
by spectroscopic studies, but its application can give the
most concise and thus effective model for the physical and
practical evaluation of the system.

In our work we were not concerned with the microscopic
origin of the defects as our method can only suggest the type
of the defect states �neutral, donorlike or acceptorlike� but
not their chemical and/or structural nature. On the other
hand, the latter type characterization can help in speculations
or confirmation of suggestions that follow atomic or chemi-
cal composition spectroscopies. This is of course common to
all photoelectronic methods. Following that and the close
resemblance described above with other data regarding the
properties of the defects we can then speculate as to origin of
the recombination centers that are detected in the present
work as follows. The neutral-to-donor character of the cen-
ters of the higher levels, the large difference between the
concentration of In atoms and the concentration of the free
electrons in our material �see Sec. II� and the observation
that in other �e.g., Sn-doped� CdTe n-type materials the lev-
els were found at other energies than in In-doped CdTe, may
suggest that In complexes are responsible for the defects de-
tected here and in Ref. 42. This is consistent with conclu-
sions derived by others. In addition then, the role of the In
doping is to provide the shallow donors that elevate the
Fermi level, EF, that makes the material n type. Hence, fur-
ther spectroscopic work will be needed in order to determine
the chemical nature of the defect states in more detail.

In conclusion; in this work we have presented a self-
consistent systematic method that can yield the simplest
model for the defect distribution and the recombination
mechanism in photoconductors. Using In-doped CdTe as a
convenient test case we were able to show that the present
method yields a reliable effective model for the description
of this system as well as to demonstrate and extend the basic
understanding of the role of the Fermi level position on the
phototransport properties in bipolar semiconductors. In par-

ticular, we were able to show how this position determines
the temperature dependencies of the phototransport proper-
ties of both the majority and minority carriers. In addition,
we were able to resolve some puzzles concerning the n-type
CdTe system and to derive a more quantitative understanding
of the basic well-known models of Rose.
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APPENDIX A: THE BASIC RECOMBINATION MODEL
AND ITS EQUATIONS

The generalization of the Schockley-Read27 recombina-
tion model to more than one set of single-level centers is
well known.29 However, for the convenience of the reader
we outline briefly the latter model along the lines that we
presented previously for the two level system.23 We also in-
clude the special case of a continuous distribution of states,
as we applied in our previous works21 but this time it is for a
Gaussian distribution of states around a given center in the
band gap.

Consider a system of m types of centers of which the
energy levels Ei are given within the band gap Ec−Ev, where
Ec and Ev are the conduction- and valence-band edges. These
band edges have corresponding effective densities of states
Nc and Nv. The concentration of each type of centers is Ni
and they are characterized by their capture coefficients, Cni
for the electrons, and Cpi for the holes. Under a given tem-
perature T and a carrier generation rate G there are steady-
state concentrations of n electrons and p holes. Of these n
−no are photoexcited electrons and p− po are photoexcited
holes while no and po are the free carrier concentrations in
the dark. Correspondingly, under illumination, the concentra-
tion of electron occupied centers of type i is nti and under
dark it is ntio. The generation-recombination processes �at Ec,
Ev, and each Ei� can be presented by m+1 independent equa-
tions. In the steady state we have, at Ec, the generation of G
electrons due to the light induced excitation from Ev as well
as the thermal excitation from the centers, �gci. These are
balanced by the sum of the recombination rates at the cen-
ters, �rci. The corresponding steady-state equation is then

G + �gci − �rci = 0. �A1�

Similarity, at each energy level i the balance of thermal gen-
eration and the recombination yields that

rci − rvi + gvi − gci = 0, �A2�

where rvi is the rate of the recombination and gvi is the ther-
mal generation of the holes. The other equation that controls
the kinetics is that of the charge neutrality that can be written
as
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n − no − p + po + �nti − �ntio = 0, �A3�

where no=Ncf�Ec−EF�, po=Nv�1− f�Ec−EF��, ntio=Nif�Ei
−EF�, and f�Ec−EF�=1 / 	1+exp��Ec−EF� /kT�
. We have
then m+2 independent equations with the m+2 unknowns,
n, p, and nti.

In the above equations,

gci = ntieni, where eni = CniNc exp�− �Ec − Ei�/kT� ,

�A4�

rci = Cnin�Ni − nti� , �A5�

gvi = �Ni − nti�epi, where epi = CpiNv exp�− �Ei − Ev/kT�� ,

�A6�

and

rvi = Cpipnti. �A7�

In the present work, as in many previous works of
others29,41 and ours21 we solved Eqs. �A1�–�A3� by the
Newton-Raphson method43 in order to find the above un-
knowns. We expressed then the mobility-lifetime products by

����e = �n − no�/G and ����h = �p − po�/G , �A8�

and we derived the light intensity exponents by the simple
differentiation of these products, i.e.,

�e − 1 = d�log10����e�/d�log10 G� �A9�

and

�h − 1 = d�log10����h�/d�log10 G� . �A10�

Turning to the generalization of the above model to a set
of centers that constitute of a continuous distribution of
states we applied the detailed balance at a given energy level
E. From Eq. �A2�d we have that the occupation probability f t
of a level at the energy E is given by

f t�E� = nt�E�/Nt�E� = �Cnn + Cpp�/�Cn�n + ns� + Cp�p + ps�� ,

�A11�

where nt�E� is the concentration of the electron occupied
states at E, Nt�E� is the total concentration of such states,
ns=Nc exp�−�Ec−E� /kT� and ps=Nv exp�−�E−Ev� /kT�. The
total concentration of electrons in the occupied states in the
above distribution is given by

nt =� Nt�E�f t�E�dE , �A12�

where the integration is over the entire band gap Ec−Ev.
Under equilibrium f t�E� is simply the Fermi-Dirac function
f to�E� and we have then that

nto =� Nt�E�f to�E�dE . �A13�

The effective contribution of this type of states to the charge
neutrality Eq. �A3� is then nt−nto. The corresponding net
recombination rate through this distribution rc−gc is derived
then from Eq. �A2� by noting that the concentration of holes
at E is Nt�E�−nt�E� yielding that

rc − gc =� 	Nt�E��CnCp�np − nopo��/�Cn�n + ns�

+ Cp�p + ps��
dE . �A14�

The latter equation replaces then the corresponding discrete
level quantities in Eqs. �A1� and �A2�. In the numerical cal-
culation of the integrals �Eqs. �A12�–�A14�� we have applied
the Simpson’s rule method for numerical integration.

APPENDIX B: THE NUMERICAL SIMULATION

The simulation program that solves the set of Eqs.
�A1�–�A3� was written in the “Microsoft Visual Basic 6.0
language pack.” This language pack was preferred over oth-
ers due to its convenient interface and reasonably high rate of
operation.

The basic structure of the program was to solve a set of
two independent equations taken out of the combination of
Eqs. �A1�–�A3�. Then, following the Newton-Raphson pro-
cedure of Ref. 43 we built a function that calculates the
Jacobian of the two equations and calculates the next incre-
ment that the variables n and p must take in order to advance
toward the solutions. This is until the convergence conditions
are met. This function also iterates and tests the possibility of
the convergence to a solution.

In order to calculate the increments of n and p the main
process of the program uses six external functions for the
two independent equations and their derivatives by n and p
which are required for the calculation of the Jacobian. In the
case of the continuous states distribution these six functions
use an external function which integrates the distribution of
states across the gap using Simpson’s rule.

After one extracts the values of the n , p pair, it is straight-
forward to calculate the mobility lifetime product. For the
light intensity exponents �defined in Sec. II� a calculation of
a derivative is required. A “least-squares” method was em-
ployed then for several G values �usually 0.5G, G, and 5G�
in order to extract the corresponding slope.
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