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We use ab initio molecular-dynamics simulations to study the nonmetal-to-metal transition in dense liquid
hydrogen. By calculating the equation of state of hydrogen at high pressures up to several megabars and
temperatures above the melting line up to 1500 K we confirm the first-order nature of this transition at these
temperatures. We characterize both phases based on equation of state data, the electrical conductivity, and the
pair-correlation functions, which are all derived self-consistently from these simulations. We locate the respec-
tive transition line in the phase diagram and give an estimate for its critical point. We compare with available
experimental data and other theoretical predictions.
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I. INTRODUCTION

The high-pressure phase diagram of hydrogen is of inter-
est since it is of paramount importance for many applications
in astrophysics. For instance, the description of the interior
of Jupiter-like giant planets which consist mainly of hydro-
gen �and helium� is one of the great challenges today.1–3

Despite of its simplicity and the enormous progress in study-
ing this prototypical system experimentally and theoretically,
some of the key elements of the high-pressure phase diagram
of hydrogen are still under lively debate. The slope of the
melting line4–7 and the transition pressure to solid metallic
hydrogen8,9 are prominent examples. At T=0 K solid metal-
lic hydrogen is expected to occur10 at pressures higher than 4
Mbar which is experimentally still not feasible, even 75
years after Wigner and Huntington have predicted this
phase.11

Another long-standing problem is closely connected with
this nonmetal-to-metal transition if it appears at finite tem-
peratures �FTs�, i.e., in the liquid or at even higher tempera-
tures in the plasma. More than 50 years ago Landau and
Zeldovich12 called first attention to this problem and pro-
posed that the nonmetal-to-metal transition in mercury could
induce additional first-order phase transitions in the fluid
phase. Assuming that such a transition occurs also in fluid
hydrogen, various high-pressure phase diagrams have been
proposed since then. These were used to locate the boundary
between a molecular and a metallic layer in Jupiter-like giant
planets along their isentropes, see, e.g., Ref. 13. Especially,
advanced chemical models have been developed that predict
almost coherently a pronounced first-order phase transition
driven by the electronic transition, mostly in the range of
10 000–15 000 K and at about 0.5 Mbar.14–25 The consider-
ation of Pauli blocking effects in such a chemical model26,27

has lead to a substantially lower value for the critical tem-
perature of that phase transition around 6450 K. Percolation
theory has been applied to this particular problem in dense
Coulomb systems as well.28,29 However, this plasma phase
transition has not been observed in high-pressure experi-
ments yet30 but a first signature has been reported;31 for a
recent review, see Ref. 32.

The observation of liquid metallic hydrogen33 at tempera-
tures of about 2500 K and a pressure of 1.4 Mbar, i.e., well

below the transition pressure predicted for solid hydrogen,
has initiated an intense search for a potential liquid-liquid
phase transition. Liquid hydrogen at megabar pressures and
temperatures of few thousand kelvin can only be probed with
innovative and highly sophisticated techniques such as isen-
tropic shock compression or laser heated diamond-anvil cells
so that experimental data are rather sparse in this domain.

Alternatively, ab initio approaches based on density-
functional theory4,34–40 �DFT� or quantum Monte Carlo
�QMC� simulations40–43 have been applied to determine the
high-pressure equation of state �EOS� of liquid hydrogen.
These calculations have revealed many features of the high-
pressure liquid. For instance, the transition from a molecular
to an atomic fluid has been analyzed with respect to struc-
tural changes, and a prediction for a transition line as well as
the high-pressure phase diagram have been given.38,39

Only few quantum simulations have predicted a phase
transition so far.35,44,45 However, the first conclusive evi-
dence for a first-order liquid-liquid phase transition has been
given only recently based on both QMC and FT-DFT-
molecular-dynamics �MD� simulations by Morales et al.40

They have analyzed their EOS data and derived a new high-
pressure phase diagram with a liquid-liquid coexistence line
and a critical point which is predicted near 2000 K and 120
GPa. They have also calculated the high-pressure melting
line up to 200 GPa and predict an intersection with the
liquid-liquid coexistence line �i.e., a new triple point� at
about 700 K and 220 GPa �FT-DFT-MD� or 550 K and 290
GPa �QMC�, respectively. Detailed information on the
changes in the structural and electronic properties with den-
sity and temperature clearly shows that the nonmetal-to-
metal transition in dense liquid hydrogen drives this first-
order phase transition.

In this paper we present results for the EOS, the electrical
conductivity, and the pair-correlation functions in liquid hy-
drogen which have been obtained independently by using
FT-DFT-MD simulations. We confirm the first-order phase
transition as reported by Morales et al.40 but find a slightly
different location for the critical point at about 1500 K and
140 GPa; we present the respective high-pressure phase dia-
gram. Furthermore, we have performed extensive calcula-
tions of the electrical conductivity which shows a pro-
nounced jump of up to four orders of magnitude when
crossing the coexistence line. The transition from a molecu-

PHYSICAL REVIEW B 82, 195107 �2010�

1098-0121/2010/82�19�/195107�6� ©2010 The American Physical Society195107-1

http://dx.doi.org/10.1103/PhysRevB.82.195107


lar to an atomic liquid is also reflected in respective changes
in the pair-correlation functions. In addition, we have per-
formed detailed convergence checks in order to study the
influence of the particle number and of the time step duration
in the FT-DFT-MD simulations on the results which have
proven to be robust. It would be very desirable to check the
new theoretical predictions experimentally, e.g., via isentro-
pic shock compression and/or x-ray scattering techniques.46

II. THEORETICAL METHOD

The method used here combines a classical molecular-
dynamics simulation for the ions and a quantum mechanical
treatment of the electrons based on FT-DFT, which is imple-
mented in the code VASP.47 For each MD step the electronic
density is calculated and the ions are moved according to the
forces acting on them which are determined via the
Hellmann-Feynman theorem. This procedure is repeatedly
performed for several thousand time steps of 0.3–1 fs so that
the total simulation time amounts up to 10 ps. The deviations
in the equation of state data between the different time steps
is below 1%, the transition pressure differs up to 2%. After
the simulations have reached thermodynamic equilibrium,
thermodynamic quantities such as the pressure and internal
energy are derived from mean values averaged over the fol-
lowing several thousand time steps. Although simulations
with 64 atoms already give a convergence of better than 1%
compared to calculations with higher numbers in a wide den-
sity range, reaching convergence at or near to the phase tran-
sition is more difficult so that we have considered always
512 atoms in a cubic simulation box with periodic boundary
conditions. We have also done convergence tests with up to
1024 atoms but no further changes in the results were ob-
tained.

For the DFT calculations we used the generalized gradient
approximation �GGA� exchange-correlation functional in the
parametrization of Perdew, Burke, and Ernzerhof.48 Conver-
gence was checked with respect to the k-point sets used for
the evaluation of the Brillouin zone and the energy cutoff for
the plane-wave basis set. For the determination of the EOS
data we chose the Baldereschi mean value point,49 which
reproduces the location of the phase transition calculated
with a 3�3�3 Monkhorst-Pack50 k-point set much better
than calculations at the � point. Together with an energy
cutoff of 1200 eV we reach convergence of better than 1%
compared to higher k-point sets and higher energy cutoffs.
We calculated the electrical conductivity via the Kubo-
Greenwood formula51 for 20 snapshots of the simulations,
where we used a 4�4�4 Monkhorst-Pack k-point set for
sampling the Brillouin zone.

In order to illustrate the important convergence issues, we
present in Fig. 1 the results for the pressure at 1000 K and
1 g /cm3 as function of the particle number used in the FT-
DFT-MD simulations for different k points chosen for the
integrals over the Brillouin zone. The widely used � point
has in this case a very nonsystematic convergence behavior,
which was already reported by Tamblyn et al.39 Evaluation
of the pair-correlation functions �see Sec. III C� shows dif-
ferent structures depending on the particle number, resulting

in the different pressures in Fig. 1. In contrast, calculations
employing the Monkhorst-Pack 3�3�3 k-point set50 do not
show this behavior and are already converged within 0.5%
using 64 atoms compared to calculations with 512 atoms.
The results obtained with the Baldereschi mean value point49

usually agree within 1% compared to the results of the 3
�3�3 k-point set, giving a very reasonable compromise
between computational time and accuracy. Note that this pe-
culiar convergence behavior is due to the rapid dissociation
of the hydrogen molecules near the phase transition and not
a general feature of the FT-DFT-MD method.

III. RESULTS

A. Equation of state

We have performed FT-DFT-MD simulations for liquid
hydrogen in the density-temperature plane above the pre-
dicted high-pressure melting line,4 i.e., for 500 K�T
�1500 K and 0.7 g /cm3���1.1 g /cm3; the respective
pressure range is 1–3 Mbar. Results for the thermal EOS
p�� ,T� are shown in Fig. 2, along with the results by Mo-
rales et al.40 The pressure isotherms are only weakly depen-
dent on temperature, in good agreement with previous
results.52 We can identify a first-order phase transition as in
Ref. 40 by inspecting the thermodynamic stability condition
��p /���T�0. A Maxwell construction yields constant pres-
sures in the coexistence region along the isotherms below
1500 K. The respective density discontinuity amounts up to
3% which can only be resolved using a very fine mesh along
the isotherms. Therefore, numerous large-scale FT-DFT-MD
simulations have been performed �each symbol in Fig. 2 rep-
resents a full FT-DFT-MD simulation�. This phase transition
shifts to lower densities with higher temperatures and be-
comes continuous above a temperature of 1500 K. The tran-
sition pressures are in good agreement with the results of
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FIG. 1. �Color online� Convergence with respect to particle
number at 1000 K and 1 g /cm3 for calculations at the � point, the
Baldereschi mean value point, and a 3�3�3 Monkhorst-Pack
grid. Each symbol corresponds to a full FT-DFT-MD simulation.
The solid line corresponds to the pressure calculated with 512 at-
oms and a 3�3�3 Monkhorst-Pack grid, assumed to be the most
accurate result. The dashed lines indicate the region of 1% accuracy
with respect to this value.
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Morales et al.,40 lying between their DFT and coupled
electron-ion Monte Carlo �CEIMC� results.

B. Electrical conductivity

The nature of this first-order phase transition requires fur-
ther attention. Based on earlier work on dense hydrogen we
expect an important influence of the transformation from a
molecular to an atomic fluid at high pressures which is con-
nected with a simultaneous transition from insulating or
semiconducting behavior to a conducting fluid as experimen-
tally verified.30,31,33 Therefore, we have performed extensive
calculations of the electrical conductivity by evaluating the
Kubo-Greenwood formula, see Refs. 37, 53, and 54 for de-
tails.

The isotherms of the electrical conductivity displayed in
Fig. 3 �shown are results for each snapshot, lines are fits to
these data� exhibit a characteristic dependence on pressure
and temperature. For temperatures below 1500 K, the con-
ductivity increases strongly with the pressure and shows a
pronounced jump in the coexistence region which amounts
up to three to four orders of magnitude. This jump indicates
that the phase transition occurs between a nonmetallic liquid
and a liquid with typical metalliclike conductivity. For higher
temperatures the increase in the conductivity with the pres-
sure is continuous but still very steep. This supercritical re-
gion has been probed with quasi-isentropic shock-
compression experiments,33 their continuous slope �see also
Fig. 6� is in agreement with our results. The present results
are also in agreement with the calculations of Morales et
al.40 but extend to lower pressures where a behavior as typi-
cal for semiconductors is found. Note that we were able to
determine the conductivity within the FT-DFT-MD schema
for values as low as 1�10−8 /� m, i.e., many orders of mag-
nitude below the usual metallic conductivity.

The electrical conductivity becomes almost independent
of temperature in the high-pressure region. We attribute this
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FIG. 2. �Color� Thermal EOS of dense hydrogen. A first-order
phase transition is observed for temperatures below 1500 K and a
Maxwell construction is performed �dashed line�. The results are in
good agreement with DFT and CEIMC calculations �Ref. 40�.
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FIG. 3. �Color� Isotherms of the electrical conductivity in dense
liquid hydrogen as function of pressure. Each point in the diagram
corresponds to one snapshot of the simulation. The solid lines are
fits to these points. For temperatures below 1500 K pronounced
jumps �dashed lines� indicate the discontinuous nonmetal-to-metal
transition. Also shown are the results from Ref. 40.
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FIG. 4. �Color� Variation in the proton-proton pair-correlation
function g�r� in liquid hydrogen in the coexistence region as func-
tion of the density along the 700 K isotherm. The abrupt transition
from the nonmetallic phase with a pronounced molecular peak to a
metalliclike liquid occurs at 1.03 g /cm3.

FIG. 5. �Color� Snapshots of the simulation box at 700 K and
1.03 g /cm3, visualized with the VMD program �Ref. 56�. Shown
are the ions �red spheres� and the isosurfaces of the electron density
�ne=2 /Å3� �green� in �a� the molecular phase and �b� the metallic
phase.
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behavior to the formation of a degenerate electron liquid55 as
a result of purely pressure-driven band-gap closure �or ion-
ization in chemical models� at low temperatures as consid-
ered here. At higher temperatures, thermal effects lead to an
earlier occupation of states in the conduction band �or ther-
mal ionization� and a less pronounced increase in the con-
ductivity occurs. These results confirm the interplay between
pressure and thermal effects during the nonmetal-to-metal
transition in dense liquid hydrogen at finite temperatures
which can be treated consistently within the present FT-
DFT-MD approach.

C. Pair-correlation functions

The transition from a nonmetallic to a conducting liquid is
accompanied by rapid dissociation of molecules as can be
seen from the proton-proton pair-correlation functions dis-
played in Fig. 4 for the 700 K isotherm. The molecular peak
vanishes abruptly at 1.03 g /cm3 in the coexistence region.

To illustrate this behavior further we show in Fig. 5 iso-
surfaces of the electron density at this specific condition for
one snapshot in the molecular and one snapshot in the me-
tallic phase. One can clearly see in �a� that the electronic
density is pronounced between pairs of protons, indicating
still a molecular structure, while for �b� the electron density
is more homogeneous, as characteristic for a degenerate elec-
tron liquid, see above. This behavior is similar for the other
temperatures, although the transition becomes less sharp
with increasing temperature.

D. Phase diagram

Finally, we show the resulting high-pressure phase dia-
gram for hydrogen in Fig. 6 with the new coexistence line;
the melting line taken from Ref. 4 represents experimental
data as well as ab initio calculations while the melting line
from Ref. 40 is based purely on ab initio data. Interestingly,
the slope of our coexistence line, although systematically a
bit lower, is in very good agreement with the transition line
between a molecular and an atomic fluid as predicted by
Tamblyn and Bonev38 recently. Their first-principles
molecular-dynamics study is also based on DFT in GGA but
uses the CPMD code within the Born-Oppenheimer approxi-
mation. They concluded from their data that the molecular-
to-atomic transition in the liquid might be of first order be-
low 1000 K but a very fine sampling of the phase diagram
would be necessary to confirm their prediction—as we have
done in the present work. Although we find a very similar
coexistence line to the results by Morales et al.,40 our results
indicate a continuous transition already at 1500 K, in agree-
ment with earlier Quantum Monte Carlo simulations by
Delaney et al.41

Our extensive FT-DFT-MD simulations have confirmed
the discontinuous nature of that transition and enable us to
give an estimate for the critical point which we locate at
Tc= �1400�100� K, Pc= �1.32�0.1� Mbar, and �c
= �0.79�0.05� g /cm3, i.e., at lower temperatures than pre-
dicted in Ref. 40. The shock-wave experiments33,58 have in-
dicated a continuous transition to metalliclike conductivities,
in agreement with our results which locate their path in the

supercritical region, see Fig. 6. We can also give a rough
estimate for the intersection of the coexistence line with the
extrapolated melting line. The new triple point should be
located below 500 K and above 3.5 Mbar if using the ex-
trapolation of Ref. 4 for the high-pressure melting line, or at
685 K and 2.75 Mbar in the case of the new melting line
given in Ref. 40. Evaluation of the Clausius-Clapeyron equa-
tion with our EOS data gives the same slope of the coexist-
ence line shown in Fig. 6.

E. Conclusions

In summary, we have performed extensive FT-DFT-MD
simulations for the EOS of dense hydrogen which show clear
evidence for the existence of a first-order phase transition
between a nonmetallic and conducting liquid. The conver-
gence of the ab initio simulations is sensitive with respect to
the k-point sampling, especially in the transition region. The
two phases are also identified by a simultaneous calculation
of the electrical conductivity and the pair-correlation func-
tions. Both physical quantities exhibit dramatic changes dur-
ing the transition. We were able to resolve the semiconduct-
ing behavior in the molecular fluid. The fine mesh of ab
initio EOS data allows us to locate the coexistence line in the
usual pressure-temperature phase diagram, see Fig. 6. We
give an estimate for the location of the critical point of this
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FIG. 6. �Color� High-pressure phase diagram of hydrogen with
the predicted first-order liquid-liquid phase transition �solid line
with crosses�, including an estimate for the critical point. The re-
sults are in agreement with the DFT results by Morales et al. �Ref.
40�. The CEIMC results have a similar slope but are located at
slightly higher temperatures, coinciding with the molecular-to-
atomic transition line given in Ref. 38. The melting lines are taken
from Refs. 4 and 40. The extrapolation given in Ref. 4 is consistent
with QMC calculations for the liquid �Ref. 57�. Also shown are
possible paths of the shock-wave experiments �Ref. 33�, depending
on the EOS �partial dissociation model and Sesame tables� used to
derive the temperatures �Ref. 58�.
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liquid-liquid transition as well as an approximate value for
the triple point between the solid and the two liquid phases.
These results let us conclude that the existence of another
first-order phase transition, i.e., the controversially discussed
plasma phase transition above 10 000 K, is highly unlikely.
Furthermore, our results show no evidence for an intermedi-
ate semiconducting atomic phase between the nonmetallic
molecular phase and the conducting �plasma� phase. The be-
havior at even higher pressures and low temperatures, for
example, the existence and location of the triple point, re-
mains subject of further work. The experimental verification

of the proposed new phase diagram is a great challenge since
high pressures have to be probed at low temperatures.
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