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A systematic step-by-step development of nonlinear spin-wave theory within the framework of a Hamil-
tonian formalism is given. The expansion coefficients in the spin-wave Hamiltonian up to the fourth order in
the canonical spin-wave amplitudes for a uniformly magnetized ellipsoidal sample are given in general form.
This is done for a general orientation of the external field and for a general wave vector. Applications are given
for �A� the second-order Suhl spin-wave instability coupling coefficients, �B� the spin-wave wave-vector-
dependent nonlinear frequency shift for an in-plane magnetized thin film, and �C� the uniform magnetization
mode �ferromagnetic resonance� nonlinear frequency shift for an obliquely magnetized thin film. The analytical
results for �C� are compared with results obtained from a time forward numerical analysis of the torque
equation of motion and show a near-perfect match.
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I. INTRODUCTION

Since the early experiments on ferromagnetic resonance
�FMR� at high microwave power levels,1–3 there have been
significant advances in the understanding of large angle mag-
netization dynamics in ferromagnetic and ferrimagnetic sys-
tems. The experimental manifestations of a nonlinear mag-
netization response are quite varied. They include parametric
instability processes,4,5 auto-oscillations and chaos,6–8

solitons,9,10 soliton fractals,11 and spin momentum transfer
�SMT�,12,13 to name a few. These phenomena are realized in
a wide range of magnetic materials that range from bulk
ferrites to metallic thin film nanostructures.

Most of the early work was focused on parametric insta-
bility processes in bulk single-crystal yttrium iron garnet
�YIG� materials with extremely low microwave loss.14,15

Over the past four decades, this work has been extended to
polycrystalline16,17 and thin-film18,19 ferrites as well as per-
malloy thin films and microstrips.20–23 As one specific ex-
ample, the recent work on high microwave power FMR in
permalloy films24–26 confirmed that the parametric instability
processes can take place at relatively small magnetization
precession angles, typically below 10° or so, even in rela-
tively high loss ferromagnetic metal. The specific work re-
lated to chaos, solitons, and fractals has focused mainly in
bulk and thin film single-crystal YIG. The most recent activ-
ity in this area is connected to SMT processes, discovered
theoretically by Berger and Slonczewski,27,28 and supported
by many subsequent experimental and theoretical advances
of both basic and practical interest.29–33

From a theoretical point of view, most if not all of above
processes can be modeled in terms of the well-developed
formalism of elementary magnetic excitations, often termed
spin waves or magnons. A theoretical analysis of parametric
spin-wave instability �SWI� processes under transverse
pumping was given first by Suhl,34 shortly followed by a
theory of parallel pumping SWI processes by Schlömann,
Green, and Milano.35 The general formulation of SWI theory
for ferromagnetic insulators with generalized anisotropy and
arbitrary pumping field orientation, first done by Patton,36

was recently expanded by Nazarov et al.37 The formalism
used in most of these works was based on an approach in
which the spin-wave dynamic response equations are derived
directly from the torque equation of motion for the magneti-
zation M�r , t� �Ref. 38�

dM�r,t�
dt

= − ���M�r,t� � Heff�r,t� . �1�

Here, r is a general spatial vector, t is the time, � is the
electron gyromagnetic ratio, and Heff�r , t� is a net effective
field that includes both external and internal field compo-
nents. Note that the gyromagnetic ratio � is negative for
electrons.

The advantage of the equation-of-motion �EQM� ap-
proach is in its intuitive simplicity based directly on the
torque equation of motion given above and whatever effec-
tive fields may be defined for the problem at hand. The dis-
advantage of the EQM approach is that any extension of the
analysis to new types of interactions or higher order terms in
the spin-wave amplitudes is tedious and difficult. The prob-
lem lies in the fact that the initial formulation of the dynam-
ics is in terms of the M�r , t��Heff�r , t� cross product. In
order to solve any specific problem, one must first work out
all the terms and then, only at the end, reduce the solution to
tractable form.

A more suitable approach for general nonlinear problems
in spin-wave dynamics is to transform the torque equation of
motion into a scalar Hamiltonian form in terms of canonical
variables at the very beginning of the analysis. This done, the
problem reduces to �1� a straightforward algebraic extraction
of higher order product terms in the Hamiltonian, as needed,
and �2� the use of Hamilton’s equations to develop the dy-
namic response. The tedious step here is step �1� but this is
mainly a matter of algebra.

Such an approach was, in fact, set out by Schlömann in
1959.39,40 He established a simple transformation from the
dynamic magnetization components of M�r , t� to conjugate
scalar dimensionless canonical variables a�r , t� and a��r , t�.
These same variables transform the basic torque equation of
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motion given by Eq. �1� into canonical form. This procedure
yields equations of motion for the a�r , t� and a��r , t�,
couched solely in terms of the Hamiltonian of the system in
accord with the classical Hamiltonian formalism. This for-
malism comprises a well-established theoretical approach for
weakly nonlinear dissipative systems41,42 that is widely used
for the theoretical analysis of nonlinear wave dynamics in
fluid dynamics and atmospheric science,43–45 plasma
physics,46,47 and, most recently, Bose-Einstein condensates,48

among others.
Following the seminal work by Schlömann, the Hamil-

tonian approach has found extensive use for nonlinear prob-
lems in spin-wave dynamics. Zakharov, L’vov, and Starobi-
nets �ZLS�, for example, extended the Schlömann formalism
to the general nonlinear spin-wave problem. These authors
made major progress on problems related to spin-wave
instability,49 spin-wave turbulence,50 inhomogeneity
effects,51 and the statistical behavior of spin-wave systems.52

Through several books41,53 and extensive publications,
mainly in the Russian literature, the somewhat formal ZLS
approach has become, in effect, the modus operandi for non-
linear spin-wave theory. Most recently, the Hamiltonian ap-
proach has been applied to large-angle spin-wave and mag-
netization switching dynamics in thin films,54,55 and to
problems in spin momentum transfer.32,56

The purpose of this work is to take advantage of the for-
mal simplicity of the Hamiltonian approach outlined above
and develop systematic practical working equations that can
be applied to a variety of general problems in nonlinear spin-
wave dynamics. The approach used in this paper is based on
an effective spin-wave tensor formulation, similar to that
used by Nazarov et al.37 Note that a similar approach based
on Hamiltonian equations of motion and dynamical interac-
tion matrix was proposed recently by Grimsditch et al.57 The
focus of Ref. 57, however, was on normal modes and the
linear response only. The results in this work, on other hand,
are given in general form, for an arbitrary spatially varying
and time dependent field in an ellipsoidal sample with
uniaxial anisotropy. The final generalized Hamiltonian is
given in terms of the normal-mode classical spin-wave am-
plitudes out to fourth order. In order to obtain tractable equa-
tions, however, two simplifying assumptions are invoked.
First, the magnetic energy is written as a quadratic functional
of the magnetization components. This specific form ex-
cludes cubic magnetocrystalline anisotropy, for example,
which is a quartic functional of the magnetization compo-
nents. Second, it is assumed that the normal modes of the
sample can be represented as a spatial Fourier plane-wave
expansion, e.g., in the form eik·r, where k denotes a general
wave vector.

Section II provides a brief outline of the Hamiltonian for-
malism based on the approach of Schlömann. Section III
introduces a formal magnetic sample Hamiltonian function
and establishes the basic nomenclature for the detailed term-
by-term development to follow. Sections IV and V develop
the Hamiltonian expansion coefficients up to fourth order
terms in the Fourier spin-wave amplitudes. Up to this point,
the theory is maintained in general form. “General form”
means that the expansion coefficients are given for arbitrary
combinations of wave vectors.

Section VI develops specialized working equations for
four-wave processes that are of special interest for spin-wave
soliton dynamics, large-angle magnetic switching, and non-
linear ferromagnetic resonance under conditions where three-
wave processes are prohibited from the point of view of en-
ergy and momentum conservation. In the context of this
purely classical theory, such prohibited processes may be
termed as “nonresonant.” The main point is that, even when
three-wave processes are nonresonant, it is important to per-
form a proper transformation to fold in the three-wave
Hamiltonian coefficients into the problem in order to obtain a
correct result. Section VI presents a short review of this
transformation as first developed by Zakharov58 but cast into
practical notation consistent with the development in Secs.
I–V.

Section VII presents specific examples of the theory ap-
plied to current problems. Section VII A addresses a classical
problem of the Suhl second-order spin-wave instability cou-
pling coefficient for ferromagnetic resonance saturation in a
uniformly magnetized ellipsoidal sample. Section VII B pro-
vides results for the wave-vector-dependent nonlinear spin-
wave frequency shift for an in-plane �IP� magnetized thin
film. Section VII C examines the nonlinear frequency shift
for the uniform FMR mode in thin films. Generally, past
developments of the theory for these specific cases do not
appear to have taken the Zakharov transformation into
proper account in a self-consistent way. Section VIII gives a
brief summary. Gaussian cgs units are used throughout the
paper.

II. OVERVIEW OF THE HAMILTONIAN FORMALISM

This section provides a brief overview of the basic clas-
sical Hamiltonian approach as applied to spin waves in fer-
romagnetic systems. A comprehensive statement of the
method is given by Schlömann �unpublished� in the first ac-
tual formulation of the problem cast in this way.39 A more
formal statement of the method is given in Ref. 41. A prac-
tical version of the linearized theory and a number of specific
applications are given in Ref. 59.

The central point of the classical Hamiltonian approach to
spin-wave dynamics lies in the transformation of the classi-
cal torque equation for the magnetization vector M�r , t�, as
specified in Eq. �1�, into a pair of Hamiltonian equations for
complex conjugated scalar canonical variables, denoted here
as a�r , t� and a��r , t�. These canonical variables represent
temporal and spatial deviations of the magnetization vector
from the reference axis that is, in most cases, associated with
magnetization static equilibrium. These deviations are gener-
ally cast in the form of spin waves. The effective field Heff in
Eq. �1� is obtained from the Hamiltonian function H for the
sample magnetic energy according to

Heff = −
1

V

�H
�M

, �2�

where � denotes a variational derivative and V is the sample
volume. The variational derivative form is needed because H
is, in general, a functional of M�r , t�.59 Note that the both
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Eqs. �1� and �2� apply under the assumption that the magni-
tude of the magnetization vector is constant. This assumption
is applicable, strictly speaking, only at low temperature.
Based on these working equations, one can develop the gen-
eral equations of motion for the spin-wave amplitudes in a
consistent way.

One starts with a general M�r , t� and Eqs. �1� and �2�.
After a series of canonical transformations, one can obtain
working equations for a�r , t� and a��r , t� in the standard
Hamiltonian form. It also proves convenient to cast the con-
ventional H, with units of energy, in terms of a new Hamil-
tonian function U with units of frequency. The conversion
used here is given by

U =
���H
MsV

, �3�

where Ms is the saturation magnetization of the material of
interest. Note that both H and U are real.

As noted above, a suitable canonical transformation that
connects the Cartesian magnetization components Mx,y,z�r , t�
and the canonical variables a�r , t� and a��r , t� was first es-
tablished by Schlömann in the late 1950s.39,40 Schlömann
makes this connection in terms of the magnetization vector
direction cosines �x,y,z�r , t�=Mx,y,z�r , t� /Ms. If one defines a
scalar variable ���r , t�= i�x�r , t�+�y�r , t�, the a�r , t� and
a��r , t� are connected to the direction cosines, and hence to
Mx,y,z�r , t�, through

���r,t� = a�r,t��2 − a�r,t�a��r,t� �4�

and

�z�r,t� = 1 − a�r,t�a��r,t� . �5�

The use of a single �� rather than the �x,y separately also
leads to a more compact form when the actual Hamiltonian
is developed in terms of canonical variables.

Based on this initial transformation, the torque equation
of motion in Eq. �1� converts to coupled equations of motion
for the a�r , t� and a��r , t� in standard Hamiltonian form

i
da�r,t�

dt
=

�U
�a��r,t�

− i
da��r,t�

dt
=

�U
�a�r,t�

. �6�

The reader should note the conversion to circular variables
through the use of i�x+�y rather than the usual �x+ i�y form.
The i�x+�y convention chosen here is deliberate. This con-
vention choice is sign-wise consistent with the carryover
from a�r , t� and a��r , t� to the corresponding quantum anni-
hilation and creation operators â and â†.

While Ref. 39 was the first statement of the above con-
version from the classical torque equation of motion to ca-
nonical variables, a quantum-mechanical version of this
same transformation for spin waves was first given in the
seminal paper of Holstein and Primakoff60 almost two de-
cades before. The focus of Ref. 60, however, was on the
linear theory only. The variables ��, ��

� , and �z are classical

analogs to the spin operators Ŝ+, Ŝ−, and Ŝz in the Holstein-
Primakoff �HP� theory. Note that the condition ����2+�z

2

=1 is satisfied as a consequence of the conservation of the
magnetization magnitude.

In order to cast the problem explicitly in terms of the
conventional classical spin waves, the spatial dependences of
a�r , t� and a��r , t� are expanded as plane-wave Fourier series
according to

a�r,t� = �
k

ak�t�eik·r �7�

along with the corresponding complex conjugate expression
for a��r , t�. Other basis systems for this expansion are pos-
sible, of course, but this spatial plane wave form is conve-
nient to make contact with the properties of traditional spin
waves with a general wave vector k and, in due course, some
eigenfrequency �k. Each ak and ak

� expansion coefficient
represents the complex amplitude of a plane spin wave with
a propagation direction defined by k. The k=0 mode corre-
sponds to the uniform magnetization mode. Since the Fourier
transform is canonical, the equations of motion for the ak
and ak

� retain the same Hamiltonian form as in Eq. �6�,
namely,

i
dak�t�

dt
=

�U
�ak

��t�
− i

dak
��t�
dt

=
�U

�ak�t�
. �8�

The variational derivatives on the right hand side of the ex-
pressions in Eq. �6� now appear as partial derivatives in Eq.
�8�. This replacement follows from the nature of the expan-
sion of the a�r , t� and a��r , t� in terms of orthogonal plane
waves. It is this expansion that gives a final Hamiltonian
function as a polynomial expansion in the ak�t� and ak

��t�.
Finally, one expands the Hamiltonian function U in Eq.

�8� as an explicit polynomial function in the ak and ak
� vari-

ables. It proves useful to write this expansion in a formal
way as U=U�0�+U�1�+U�2�+¯ where the superscripts indi-
cate the degree in powers of the different ak and ak

� products.
For example, U�2� will contain terms proportional to akak�,
akak�

� , and ak
�ak�

� . In case of weakly nonlinear system, this
expansion can be limited to selected low order terms, de-
pending on the specific problem of interest. For most prob-
lems in spin-wave dynamics, an expansion up to fourth order
is usually adequate.

The focus of this paper is on the explicit calculation of the
Hamiltonian expansion coefficients up to fourth order. Even
though the mechanics of such calculations are reasonably
straightforward, the actual implementation can be rather te-
dious. The main objective of the development in the sections
to follows is to provide a step-by-step and reasoned evalua-
tion of the Hamiltonian terms, along with a compilation of
final results in a tractable and useful form. As mentioned in
Sec. I, many of the previously published expansion coeffi-
cients have been generally developed for specific cases and
the focus of the papers was generally not on the theory itself.
For these reasons, many of these previous statements of the
theory have been fragmented, at best. The aim here is to
present a cogent, useful, and tractable theory. The present
formulation is done in terms of a general 3�3 effective spin-
wave tensor Nk. As defined here, Nk takes the same form as
the familiar demagnetizing factors for a general ellipsoidal
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sample. The theory can be adapted to a wide variety of prob-
lems in spin-wave dynamics simply through the appropriate
evaluation of the corresponding terms in Nk.

III. MAGNETIC HAMILTONIAN FUNCTION

The objective of this section is to cast the Hamiltonian for
the thermodynamic magnetic free energy H, in terms of the
Fourier component canonical variables ak�t� and ak

��t�. This
is most easily done in three steps. A roadmap of these steps is
given below. The section closes with further elaboration on
some critical details.

A. Roadmap

For the purposes of this analysis, one starts with a generic
expression for H given by

H = −� MT�r,t� · He�r,t�d3r

−
1

2
� MT�r,t� · HM�r,t�d3r − ¯ . �9�

The first term represents the Zeeman energy. This term de-
rives from the interaction of the magnetization with an exter-
nal magnetic field He�r , t�= �Hx�r , t� , Hy�r , t� , Hz�r , t��T.
For notational simplicity, the “e” subscripts are not shown
explicitly in the symbols for the components of He. In the
algebra to follow, symbols such as Hx,y,z and hx,y,z always
refer to external fields. The transpose “T” notation for the
left side vectors that form scalar or “dot” products is adopted
here in anticipation of some of the vector-matrix algebra to
follow. In Eq. �9�, the right-side vectors are considered as
3�1 column matrices while the left-side-transposed vectors
are taken as 1�3 row matrices.

The second term in Eq. �9� represents the interaction en-
ergy of the magnetization with an internal magnetic self-field
HM�r , t� that derives from the magnetization itself. For the
present purposes, this field is taken as a linear functional of
the magnetization and written as

HM�r,t� = − 4�� N̂�r,r�� · M�r�,t�d3r�. �10�

Here, N̂�r ,r�� is a real 3�3 tensor Green’s function operator

with components N̂ij�r ,r��, i, and j=x ,y ,z. Retardation ef-
fects are neglected. The power of this step lies in the fact that
all of the magnetic interactions of interest, apart from those

due to the external field, are embedded in the N̂�r ,r�� tensor.
While adequate for most practical problems of interest, the
linear functional form, however, does exclude some effects.
Higher order functionals would be needed to deal with cubic
magnetocrystalline anisotropy, for example.

In the second step, the Hamiltonian H is reduced to a
simple compact form through three operations, two explicit
and one conceptual. The first involves the changeover from
H, in energy units, to U, in frequency units, through the U
= ���H /MsV conversion from Sec. II. The second involves a
change in variables from M�r , t� to a direction cosine vector

��r , t�= ����r , t� ,��
� �r , t� ,�z�r , t��T, for lack of a better

name, according to M�r , t�=MsT ·��r , t�. Here, T is a purely
numerical 3�3 matrix given by

T =
1

2	− i i 0

1 1 0

0 0 2

 . �11�

The ��r , t� vector is connected directly to the a�r , t� and
a��r , t� canonical variables through the Schlömann transfor-
mation according to

��r,t� = ����r,t�
��

� �r,t�
�z�r,t�

� = � a�r,t��2 − a�r,t�a��r,t�

a��r,t��2 − a�r,t�a��r,t�
1 − a�r,t�a��r,t�

� . �12�

The conceptual third step involves the use of the above
��r , t� to a�r , t� and a��r , t� connections to obtain a U ex-
pression that can be used in the canonical equations of mo-
tion embodied in Eq. �6�. The caveat, however, is that the
nonlinear integrodifferential form of U generally makes any
subsequent analysis unfeasible.

Rather than develop explicit equations form for U in terms
of the a�r , t� and a��r , t�, the move to canonical form is
deferred to step three. Here, a Fourier expansion of ��r , t� is
used to develop connections with the Fourier components of
the a�r , t� and a��r , t�, namely, the spin-wave amplitudes
ak�t� and ak

��t� as introduced in Sec. II. After expansion of
the square-root terms in Eq. �12�, with all Fourier transforms
folded in, one realizes, at least in concept, a general expres-
sion for U in a practical, polynomial form in terms of the ak
and ak

�. As already noted, the coefficients of the various
terms in this expansion, when worked out in explicit form,
allow one to solve a wide variety of problems in nonlinear
spin-wave dynamics. The process for these operations is
given below. The explicit results of the expansions are de-
veloped in Sec. IV.

B. Treatment of the external and self fields

Turn back now to the first step in this development, the
treatment of the external and self-field terms in the Hamil-
tonian as broken out in Eq. �9�. In order to cast the Hamil-
tonian formulation into the most general form possible, the
external field He�r , t� is retained in a space-time form. That
is, the applied field is taken to vary over the sample in a
general way be time dependent as well. In the spirit of the
spin-wave expansion approach used in the overall develop-
ment, it is convenient to expand He�r , t� in a similar way.
This is done through an expansion in spatial plane waves
according to Hi�r , t�=�kHi,k�t�eik·r, i=x ,y ,z. This is given in
component form. The development to follow will be given
explicitly in terms of the Hx,k�t�, Hy,k�t�, and Hz,k�t�. This
form folds in an external field in general form and allows for
full flexibility for general problems with time varying or spa-
tially inhomogeneous fields. In the usual FMR problem, for
example, one would have a homogeneous z-directed static
field and a uniform but time-dependent transverse field ac-
cording to He�r , t�= �hx,0�t� ,hy,0�t� ,Hz,0

s �T.
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The self-field HM�r , t�, as defined in Eq. �10�, can include
Maxwellian dipole fields, non-Maxwellian macroscopic ex-
change fields, and non-Maxwellian effective fields associated
with uniaxial anisotropy, for example. Explicit expressions

for the corresponding N̂�r ,r�� Green’s functions are given in
many textbooks. The dipole-dipole interaction energy in the
magnetostatic approximation, for example, can be expressed
through a Green’s function of the form61

N̂dip�r,r�� =
1

4�
� ��

1

�r − r��
� . �13�

An isotropic exchange interaction in the macroscopic ap-

proximation can be expresses through an N̂ of the form

N̂ex�r,r�� = − �ex��r − r��I � · ��. �14�

Here, �ex=2A /4�Ms
2 is an exchange parameter with units of

square centimeters, where A is the exchange energy density,
and I is an identity matrix. For a uniaxial anisotropy one can

write N̂ as

N̂uniax�r,r�� = −
Hu

4�Ms
��r − r��e � e . �15�

Here, Hu=2K /Ms is an effective uniaxial anisotropy field
parameter, K is a uniaxial anisotropy energy density param-
eter, the unit vector e defines the direction of the anisotropy
axis, and � denotes the dyadic product of two vectors. The

Dirac delta function in N̂ex and N̂uniax expresses the short-
range character of the exchange and anisotropy interactions,
as opposed to the long-range nature of the dipole-dipole in-
teractions.

Apart from the specific applications in Sec. VII, the

analysis here will retain N̂�r ,r�� in general form. This allows
for the ready extension of the theory to any specific problem
of interest, subject only to the explicit evaluation of the com-

ponents of the N̂ tensor, or from a more practical point of
view, the components of the Fourier transform tensor Nk that
will be introduced shortly.

C. Conversion to the a(r , t) and a�(r , t)

This step is just a matter of algebra. One first folds the
M�r , t�=MsT ·��r , t� connection directly into the Hamil-
tonian function U. As a result, one obtains the U as a func-
tional of ��r , t�. Through the connection given in Eq. �12�, U
is also a functional of a�r , t� and a��r , t�. For the further
development of the working equations in standard form, it is
also useful to bring in the complex conjugate of ��r , t�
through ���r , t�=S ·��r , t�, where S is defined as

S = 	0 1 0

1 0 0

0 0 1

 . �16�

Based on the above, the Hamiltonian U can now be written
as

U = −
1

V
� ��T�r,t��� · ���H�r,t�d3r

+
1

2V
� � ��T�r,t��� · ��̂�r,r�� · ��r�,t��d3r�d3r ,

�17�

where H�r , t� is a complex vector and �̂�r ,r�� is a complex
tensor operator, both defined below.

The complex field vector H�r , t� is connected to the real
external field He�r , t� according to H�r , t�=S ·TT ·He�r , t�. It
proves convenient to write H�r , t� in explicitly component
form according to

H�r,t� = �
1
�2

H��r,t�

1
�2

H�
� �r,t�

Hz�r,t�
� �18�

with

H��r,t� =
1
�2

�iHx�r,t� + Hy�r,t�� . �19�

The numerical 1 /�2 factors are inserted in Eq. �18� in order
to give a more compact form for the working equations to
follow.

The �̂�r ,r�� operator in Eq. �17� is a transformed version

of the original Green’s function N̂�r ,r�� defined through

�̂�r,r�� = �MS · TT · N̂�r,r�� · T . �20�

The parameter �M = ���4�Ms is used to cast the magnetiza-
tion into frequency units. In line with the roadmap, the de-

velopment of �̂�r ,r�� in explicit form is not attempted here.
In the next step, the expression for U is developed in terms of
the Fourier transformed amplitudes ak and ak

� and in terms of

Fourier transformed components of H�r , t� and �̂�r ,r��. In
the end, the entire Hamiltonian function will reduce to rela-
tively simple form in terms of the Fourier components of
spin-wave amplitudes, the general space and time-dependent

external field, and the initial Green’s function tensor N̂�r ,r��
that defines the sample and material of interest.

D. Conversion to the ak(t) and ak
�(t)

The goal of this last step in the formal development is to
obtain the Hamiltonian U in terms of the ak�t� and ak

��t�
spin-wave amplitudes. In parallel with the conversions to
a�r , t� and a��r , t� used above, this can be done in a compact
way with the use of a vector nomenclature. As a first step,
however, one expands the direction cosine vector ��r , t�
from Eq. �12� in a Fourier series according to

��r,t� = �
k

�k�t�eik·r. �21�

Just as the complex ��r , t� vector in Eq. �12� is connected to
the spatiotemporal canonical variables a�r , t� and a��r , t�, the
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ak�t� are connected to the corresponding Fourier transformed
spin-wave amplitudes ak�t� and ak

��t�. For the time being, the
�k�t� will be written in a generic form as

�k�t� = �����r,t��k

���
� �r,t��k

��z�r,t��k
� , �22�

where � . . . �k stands for the Fourier transform. Shortly, the
�k�t� will be developed explicitly in terms of the ak�t� and
ak

��t�. This will require, however, the use of a Taylor expan-
sion for the square root expression for ���r , t� in terms of
the a�r , t� and a��r , t� followed by Fourier transforms to the
ak�t� and ak

��t� indicated in Eq. �7�.
Turn now to the Fourier transformed components of

H�r , t� and �̂�r ,r��. For the external field, one has

H�r,t� = �
k

Hk�t�eik·r �23�

with

Hk�t� = �
1
�2

H�,k�t�

1
�2

H�,−k
� �t�

Hz,k�t�
� �24�

and H�,k�t�= �iHx,k�t�+Hy,k�t�� /�2.

A proper transform of �̂�r ,r�� is more involved. As a
starting point, it proves useful to go back to the properties of

N̂�r ,r��. At this point, the formulation also narrows to the
explicit consideration of homogeneous samples only. The

forms for N̂ex�r ,r�� and N̂uniax�r ,r�� in Eqs. �14� and �15�,
for example, assume that the sample is homogeneous, that is,
there is no variation in the materials parameters from point to

point in the material. In such a case, the general N̂�r ,r��
tensor operator can depend only on the difference r−r�.

The analysis here also takes the plane wave functions eik·r

to be eigenfunctions of the general N̂�r−r�� Green’s func-
tion, in the sense that a Fourier connection of the form

� N̂�r − r��eik·r�d3r� = 	Nxx,k Nxy,k Nxz,k

Nyx,k Nyy,k Nyz,k

Nzx,k Nyx,k Nzz,k

eik·r = Nkeik·r

�25�

is valid. Loosely speaking, the Fourier transform Nk tensor

can be viewed as the corresponding eigenvalue of N̂�r−r��,
with elements Nij,k �i , j=x ,y ,z�. It is also assumed that the

tensorial Green’s function N̂�r−r�� is symmetric, i.e., the

condition N̂= N̂T is satisfied. This implies that Nk is also

symmetric. Such connections are valid for the core N̂dip, N̂ex,

and N̂uniax Green’s function tensor operator functions given
in Sec. III B.

In the context of this paper, the Nk will be termed the
effective spin-wave tensor. This tensor is taken to contain all

necessary information about the spin-wave self-interactions,
subject to the validity of the linear form of the self-field
HM�r , t� functional in Eq. �10�. Equation �10�, combined
with the Fourier expansion M�r , t�=�kMk�t�eik·r and Eq.
�25� lead directly to a self-field of the form

HM�r,t� = − 4��
k

Nk · Mk�t�eik·r. �26�

Note that Nk can be defined through Eq. �25� and �26�. One
form or the other may be easier to implement, depending on
the specific problem at hand. These authors find, for ex-
ample, that the Nk for dipole-dipole interactions is easier to
obtain from Eq. �26�. In this case, one first obtains the spa-
tiotemporal dipole field connected to M�r , t� and takes the
Fourier transform. In contrast, the direct transform of

N̂�r ,r�� involves nine separate component terms that can
make the analysis cumbersome and tedious.

Turn now to the properties of the general Nk tensor. Since
both M�r , t� and HM�r , t� are real, the condition N−k=Nk

�

must be satisfied. From the fact that the Hamiltonian func-
tion H is real, one can also show that the Nk is self-adjoint,
that is, Nk= �Nk

T�� is valid. These two properties, in combi-
nation with the assumption that Nk is a symmetric tensor,
imply that Nk is real and equal to N−k. While these properties
clearly apply for the self-fields for dipole-dipole and ex-
change interactions and for uniaxial anisotropy, these authors
know of no general proof for these interconnected properties.

The conversion from the physical micromagnetic Green’s

function tensor N̂�r−r�� to an effective spin-wave tensor Nk,
as in Eq. �25�, is a key element in this formulation of non-
linear magnetization dynamics. As will be made clear
shortly, this conversion greatly simplifies the analysis for this
formidable problem. In what follows, the Nk will be kept in
a general form. Specialized expressions for the Nk compo-
nents will be given in Sec. VII as specific applications are
considered.

Based on the above, the Hamiltonian function U in fre-
quency units can be now written in simple form in terms of
the various Fourier elements that have been developed
above. The result is a rather tractable U expression that takes
the form

U = − �
k

��k
T�t������Hk�t� +

1

2�
k

��k
T�t�����k · �k�t��

�27�

with �k=�MS ·TT ·Nk ·T. After some straightforward matrix
multiplication and collection of terms, one can also obtain �k
in explicit term-by-term form, according to

�k = �
1

2
Qk

1

2
Bk

1
�2

Dk

1

2
Bk

� 1

2
Qk

1
�2

Dk
�

1
�2

Dk
� 1

�2
Dk 	zz,k

� �28�

with
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Qk =
�M

2
�Nxx,k + Nyy,k� , �29�

Bk =
�M

2
�− Nxx,k + Nyy,k + 2iNxy,k� , �30�

Dk =
�M

�2
�iNxz,k + Nyz,k� �31�

and

	zz,k = �MNzz,k. �32�

Since U is real, the �k tensor must be self-adjoint. This con-
dition, in turn, implies that the diagonal Qk and 	zz,k com-
ponents of �k must be real as well. This conclusion also
follows from the fact that the Nk tensor is real.

Equation �27� gives the system energy directly in terms of
a sum over various combinations of the Fourier vector �k�t�
with the known physical parameters of the system Hk and
Nk. The final step for this section is to carry this forward to
obtain the Hamiltonian as an expansion of terms to various
orders in the ak and ak

� spin-wave amplitude outlined in the
introduction. This procedure would be straightforward and
algebraically simple, except for the fact that there is no
simple direct analytical connection between the �k�t� and the
ak�t� and ak

��t�. The problem lies in the appearance of square
root terms in the connection between the original direction
cosine vector for the magnetization, ��r , t�, and the original
a�r , t� and a��r , t� canonical variables. From Eq. �12�, for
example, the transverse ���r , t� component has a form

���r , t�=a�r , t��2−a�r , t�a��r , t�. In order to obtain the Fou-
rier component ����r , t��k in terms of the ak and ak

�, one
must first expand the square root in ���r , t� and then insert
proper Fourier expansion forms for the a�r , t� and a��r , t�
terms therein.

In order to keep the analysis tractable, the square-root
expansion of ���r , t� will be limited to the first two terms,
according to

���r,t� � �2a�r,t��1 −
1

4
a�r,t�a��r,t�� . �33�

The error in such a two term form is small. The above gives
����2+�z

2=1+ �a�6 /8 instead of the exact value of 1. Keep in
mind that �a� is on the order of ����. For a simple circularly
polarized uniform precession response, one can show that �a�
is equal to �1−cos 
, where 
 is the precession angle. This
yields an error in the two term expansion on the order of
10%, even for precession angles close to 90°, for example.

The components of the �k�t� vector in Eq. �22� can now
be found from the Fourier transforms of the expanded
���r , t� from Eq. �33�, the corresponding complex conju-
gate, and the �z�r , t� from Eq. �5�. For ����r , t��k, Fourier
transform algebra gives

����r,t��k =
1

V
� ���r,t�e−ik·rd3r

� �2�ak�t� −
1

4 �
k1k2k3

�ak1
�t�ak2

�t�ak3

� �t�

���k1 + k2 − k3 − k���
� �2�ak�t� −

1

4�
123

�a1�t�a2�t�a3
��t�

���1 + 2 − 3 − k��� . �34�

Here, � is a Kronecker delta function that follows from
�e�ik·rd3r=V��k�. The last line of Eq. �34� uses a standard
shorthand notation with k1�1, k2�2, …, and ��k1−k2
−k����1−2−k�, etc.41,42 All working equations from this
point forward will incorporate this shorthand notation for
sum terms with more than one k index. Fourier transform
algebra yields corresponding expressions for ���

� �r , t��k and
��z�r , t��k.

���
� �r,t��k � �2�a−k

� �t� −
1

4�
123

a1
��t�a2

��t�a3�t�

���1 + 2 − 3 + k�� . �35�

��z�r,t��k = ��k� − �
12

a1�t�a2
��t���1 − 2 − k� . �36�

Equations �34�–�36� give explicit expressions for the terms
in �k�t� given formally in Eq. �22�. These specific functions
may now be used in the Hamiltonian of Eq. �27� to obtain
U�ak ,ak

��. Keep in mind that apart from the ak and ak
� factors

in U that derive from Eqs. �34�–�36�, all of the components
of U involve only experimental or materials parameters em-
bedded in the Hk�t� Fourier components of the external field
and the Nk Fourier components of the effective spin-wave
tensor.

IV. HAMILTONIAN EXPANSION COEFFICIENTS

The only remaining task in terms of the formal theory is
in the collection of the various order terms in ak�t� and ak

��t�
for the Taylor expanded master U�ak ,ak

�� Hamiltonian func-
tion. Recall the form of this Hamiltonian given in Sec. II,
U=U�0�+U�1�+U�2�+¯ The subsections below will present
the general expressions for the U�n� out to n=4. The U�0� term
contains no ak or ak

� factors and corresponds to the ground-
state energy in the absence of any spin-wave excitations.
Insofar as �U�0� /�ak and �U�0� /�ak

� are both zero, the zeroth-
order term in U has no effect on the dynamics. The U�1� term
contains single ak or ak

� factors. The corresponding �U�1� /�ak
and �U�1� /�ak

� operations applied to the Hamiltonian equa-
tions of motion from Eq. �8� lead to �1� static equilibrium
and �2� the dynamic pumping of the ak�t� and ak

��t� by any

HAMILTONIAN FORMULATION OF NONLINEAR SPIN-… PHYSICAL REVIEW B 82, 184428 �2010�

184428-7



time-dependent external transverse x ,y fields that may
present in the system. A spatially uniform dynamic pumping
signal, in combination with terms from U�2� at k=0, for ex-
ample, leads to driven ferromagnetic resonance.

It is the U�2�, U�3�, and U�4� terms that lead to the effects
that are important in linear and nonlinear spin-wave dynam-
ics. The U�2� term, in itself, leads to the linear spin-wave
dispersion. This will become clear in Sec. V when the U�2�

term will be diagonalized by a linear transformation to define
the normal spin-wave modes of the linear system.

The U�3� term leads to so-called three-wave processes. In
the quantum picture, this corresponds to a situation in which
one magnon splits into two magnons, schematically indi-
cated as �1�→ �2 ,3�, or in which two magnons combine to
produce a third magnon, shown as �1 ,2�→ �3�. These inter-
actions must conserve both energy and momentum and are
allowed, therefore, only under certain conditions that depend
on the sample properties and the magnetic field. Even when
such resonant processes are not allowed, however, the U�3�

term in the Hamiltonian can still play a role in higher order
processes. This important point will be developed in the ap-
plications discussion to follow.

The U�4� term leads to so-called four-wave processes. The
quantum picture here can be illustrated as �1�→ �2 ,3 ,4�,
�1 ,2�→ �3 ,4�, and �1 ,2 ,3�→ �4�. The two in and two out
case, �1 ,2�→ �3 ,4�, is the most important for practical prob-
lems because such processes are always allowed, indepen-
dent of the sample properties or the field. In spin-wave dy-
namics problems, the term “four-wave processes” usually
refers to this subclass of interactions.

The sections to follow will serve to as a guide to the
compilation of Hamiltonian coefficients for these various or-
der terms in U up to U�4� in the form indicated above and
based on the canonical ak and ak

� spin-wave amplitudes. Fol-
lowing this compilation, Sec. V will then present a further
conversion of all U terms up to fourth order that make ex-
plicit, among other things, the important operating terms for
spin-wave soliton dynamics, as well as Suhl first- and
second-order spin-wave instability processes.

A. Zeroth-order U(0)—ground-state energy

As noted above, the zeroth-order U�0� term contains no ak
or ak

� variables and basically represents a zero-point mag-
netic energy. As such, this term contributes nothing to the
spin-wave dynamics of the system. It is included here,
mainly for completeness. From the component equations
listed previously, one obtains

U�0� = − ���Hz,0�t� +
1

2
	zz,0 �37�

or in terms of the original Hamiltonian

H�0� = V�− Hz,0�t�Ms +
1

2
4�Nzz,0Ms

2� . �38�

Recall that Hz,0�t� is the spatially uniform k=0 z component
of the external field and Nzz,0 is an effective static demagne-
tizing factor in the z direction. The zeroth order energy,

therefore, simply gives the ground state Zeeman plus demag-
netizing field energy for a uniformly magnetized sample in a
uniform z-directed field.

B. First-order U(1)—transverse fields

After all linear terms in the ak and ak
� amplitudes are

collected, the first-order term U�1� in the energy expansion
can be written as

U�1� = − �
k

Fk
��t�ak�t� + c.c. �39�

where c.c. stands for the complex conjugate of the preceding
term. The Fk�t� coefficient is given as

Fk�t� = ���H�,k�t� − Dk��k� . �40�

Here, the H�,k�t� represent the Fourier transform of trans-
verse x and y components of the external magnetic field that
follows from Eq. �24�. The Dk are given in Eq. �31�.

Recall that U�1� leads to static equilibrium and the linear
response to a transverse time-dependent pumping field. For
the further elaboration of these considerations, it is useful to
break out H�,k�t� into separate static and time-dependent
terms according to H�,k�t�=H�,k

s +h�,k�t�. From here on, a
capital Hs will be use to denote purely static fields and lower
case h will denote time dependent fields. Recall also that the
H� notation folds in both the x- and y-field components into
a single complex scalar field parameter according to H�

= �iHx+Hy� /�2.
As an example of the equilibrium problem, consider the

special case of a homogeneous transverse field only. In this
situation, U�1� becomes

U�1� = �− ���H�,0
s� + D0

��a0�t� − ���h�,0
� �t�a0�t� + c.c. �41�

This equation, in combination with corresponding terms
from U�2�, will lead to a linear equation of motion for a0�t�
that also contains an �−���H�,0

s +D0� factor with no a0�t�
multiplier. The corresponding condition

− ���H�,0
s + D0 = 0 �42�

defines static equilibrium. In x-y component form, one has
Hx,0

s =4�MsNxz,0 and Hy,0
s =4�MsNyz,0. These equations cor-

respond to the well-known condition for the static equilib-
rium in a uniformly magnetized sample. One will also have a
time dependent ���h�,0

� �t� driving term in the equation of
motion for a0�t�. This term usually corresponds to the micro-
wave pump field in standard ferromagnetic resonance experi-
ments. This term, in combination with additional equation of
motion terms from U�2� with a0�t� and a0

��t� factors, lead to
the well-known working equations for the uniform-mode
FMR response.

C. Second-order U(2)—linear modes

The general form of the U�2� term in the Hamiltonian ex-
pansion may be obtained as
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U�2� = �
12

���Hz,1−2�t�a1
��t�a2�t� + �

k
��Qk − 	zz,0�ak

��t�ak�t�

+
Bk

2
ak

��t�a−k
� �t� +

Bk
�

2
ak�t�a−k�t�� . �43�

Keep in mind that the 	zz,0, Qk, and the Bk parameters con-
tain various combinations of terms from the original effec-
tive spin-wave tensor Nk as developed in the previous sec-
tion. The leading double sum term in the above represents a
potential pairwise coupling between all spin waves. The cou-
pling between spin waves with different k values, however,
depends on the spatial nature of Hz�r , t� and the size of a
given Fourier component at wave vector k1−k2, for ex-
ample. The second single sum term involves pairs of spin
waves with the same or opposite k values. The coupling of
these terms is possible for a general system, even one with
strictly spatially homogeneous fields.

Two special cases can be used to elucidate the physics
contained in U�2�. Case I. Consider the situation in which the
z component of the external field is spatially homogeneous
and time independent, such that Hz,k�t� is equal to some Hz,0

s

only. In this case, U�2� takes the familiar form from linear
spin-wave theory

U�2� = �
k
�Akak

��t�ak�t� +
Bk

2
ak

��t�a−k
� �t� +

Bk
�

2
ak�t�a−k�t��

�44�

with

Ak = ���Hz,0
s − 	zz,0 + Qk = �H +

�M

2
�Nxx,k + Nyy,k� .

�45�

In the above the spatially uniform internal static field Hi has
been cast into frequency units through the parameter

�H = ���Hi = ����Hz,0
s − 4�MsNzz,0� . �46�

Note that the Ak expression in Eq. �45� folds in nonvanishing
contributions from the double sum term in Eq. �43� for k1
=k2 as well the obvious contributions from the single sum
term. The Ak and Bk coefficients will play an important role
in Sec. V for the diagonalization procedure to obtain the
normal spin-wave modes and the frequency wave-vector
spin-wave dispersion relation for the linear system.

Case II. If the z component of the spatially homogeneous
external field contains a dynamic component, taken as hz�t�,
one obtains what has been termed “parallel pumping,” an
important parametric process initially discovered by Schlö-
mann, Green, and Milano.35 For this process, there will be a
U�2� term that takes the form �k���hz,0�t�ak

��t�ak�t�. For ellip-
tically polarized modes, the application of a parallel pump
field hz�t� above a certain threshold leads to the parametric
excitation of spin-wave pairs with wave vectors of �k.

D. Third-order U(3)—three-wave processes

From a direct collection of terms, the U�3� term in the
Hamiltonian is obtained as

U�3� =
1

4 �
123k

����H�,k
� �t�a1�t�a2�t�a3

��t� + c.c.���1 + 2 − 3 − k�

−
1

2�
123

��D1
� + D2

� + D0
�/2�a1�t�a2�t�a3

��t� + c.c.���1 + 2

− 3� . �47�

As with U�2�, all parameters are defined explicitly either
through the known applied field or, in the case of the Dk
terms, through the Nk tensor. The physics in U�3� can be seen
more easily if one, as before, breaks H�,0�t� into static and
dynamic components according to H�,0�t�=H�,0

s +h�,0�t�
and rewrites Eq. �47� in a different form. With this replace-
ment, one may use the equilibrium condition from Eq. �42�,
−���H�,0

s +D0=0, to combine and then eliminate the ���H�,0
s

and D0 terms in the sums above and obtain

U�3� =
1

4�
123

����h�,0
� �t�a1�t�a2�t�a3

��t� + c.c.���1 + 2 − 3�

+
1

4 �
123

k�0

����H�,k
� �t�a1�t�a2�t�a3

��t� + c.c.�

���1 + 2 − 3 − k� −
1

2�
123

��D1
� + D2

��a1�t�a2�t�a3
��t�

+ c.c.���1 + 2 − 3� . �48�

Even though Eq. �48� looks, at first glance, more formidable
that Eq. �47�, the three sum terms can be interpreted in a
more direct way.

The first sum describes a process in which a quantum of
the electromagnetic wave from the spatially homogeneous
external transverse pump field represented by h�,0 interacts
with a spin-wave excitation a3 accompanied by destruction
of two another spin-wave excitations a1 and a2, along with
the opposite process signified by the “c.c.” The Kronecker
delta function serves to conserve wave vector among the
three magnons involved in the scattering process. The scat-
tering process described by this sum belongs to the class of
four-wave processes and enters the analysis of premature
saturation of main resonance, for example.37

The second sum represents the nonlinear interaction be-
tween different spin-wave modes due to the presence of any
spatially inhomogeneous external transverse field compo-
nents, represented by H�,k. In most cases this term can be
omitted since the usual experimental configuration involve
spatially homogeneous external fields.

The third sum gives the pure nonlinear coupling between
three spin-wave modes. The special case for no external
transverse field is important for later discussion. In this case,
only the third term remains and the third-order Hamiltonian
reduces to
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U�3� � −
1

2�
123

��D1
� + D2

��a1�t�a2�t�a3
��t� + c.c.���1 + 2 − 3� .

�49�

In most FMR and spin-wave relaxation rate and linewidth
analyses, this form of U�3� is commonly understood as the
“three-wave process” term.

E. Fourth-order U(4)—four-wave processes

The fourth-order U�4� term can be written as

U�4� =
1

2 �
1234

12,�−3��−4�a1�t�a2�t�a3
��t�a4

��t���1 + 2 − 3 − 4�

+
1

3 �
1234

��123,4
� a1�t�a2�t�a3�t�a4

��t� + c.c.�

���1 + 2 + 3 − 4� �50�

with

12,34 = −
1

4
�Q1 + Q2 + Q3 + Q4� +

1

4
�	zz,1+3 + 	zz,1+4

+ 	zz,2+3 + 	zz,2+4� �51�

and

�123,4 = −
1

4
�B1 + B2 + B3� . �52�

While the expansion coefficients for these four-wave sum
terms appear formidable, it is important to keep in mind that
all terms are defined explicitly through the Nk tensor. Even
though the �123,4 coefficient is shown as a sum of B1, B2,
and B3 terms only, one also has an implicit dependence on
the k4 wave-vector index through the ��1+2+3−4� con-
straint in Eq. �50�.

Brief remarks are in order at this point with regard to the
indexing scheme used for the 12,34 and �123,4 coefficients
in the above. The comma separators relate to rules for inter-
changeability. In general, of course, one can always inter-
change or relabel dummy indices with no effect on the over-
all equation of interest. Here, however, the structure of the
terms in Eq. �50� limits the allowed interchanges. The 
coefficient in U�4�, for example, will stay the same for an
interchange of 1 and 2, or 3 and 4, but not for an interchange
of 1 and 3, etc. This is the reason for the grouping of indices
in 12,34 and �123,4. This notation is used to indicate that any
sequence of indices that occur without a comma can be in-
terchanged without affecting the Hamiltonian. This selective
interchangeability plays an important role in the algebraic
development of explicit results given below.

Equations �37�, �39�, �43�, �48�, and �50�, together with
accompanying definitions of the coefficients comprise a
complete and general statement of the Hamiltonian function
up to the fourth order in the spin-wave amplitudes ak and ak

�.
Along with the Hamiltonian equations of motion in Eq. �8�
for the spin-wave amplitudes they represent a complete for-
mulation of spin-wave dynamics for a homogeneous sample

under the two conditions noted above: �i� that the energy can
be written as a quadratic functional of magnetization, as in
Eq. �9�, and �ii� that the system self-field HM�r , t� can be
written as a linear plane-wave expansion with respect to the
magnetization, as in Eq. �26�.

V. TRANSFORMATION OF THE HAMILTONIAN
FUNCTION TO LINEAR NORMAL MODES

The above development gives a complete statement of the
spin-wave dynamics Hamiltonian up to fourth order in the
canonical spin-wave amplitudes. The obvious algebraic com-
plexity, however, precludes the application of this raw
Hamiltonian to practical calculations. Two further transfor-
mations lead to a much simpler form that yields important
practical results in both linear and nonlinear spin-wave dy-
namics. The first transformation is a linear transformation,
well known in the literature as the HP transformation. This
transformation and its impact on the structure of U up to
fourth order is the focus of this section. The second transfor-
mation is a nonlinear transformation that is needed to further
simplify the formalism for the treatment of four-wave pro-
cesses under certain conditions. This special case will be
considered in detail in Sec. VI.

The main purpose of the HP transformation is to reduce
second-order Hamiltonian U�2� term to diagonal form. In this
process, the original ak and ak

� amplitudes are transformed to
a set of normal mode spin-wave amplitudes, taken here as bk
and bk

�. The result is a simple second-order Hamiltonian term
of the form U�2�=�k�kbk

�bk, where �k is the eigenfrequency
of the spin-wave normal mode at wave vector k. The recipe
for this reduction was given in the seminal paper by Holstein
and Primakoff in 1941.60 Once this transformation is estab-
lished, one can then recast the remaining dynamic terms in
U, namely, U�1�, U�3�, and U�4�, in terms of the bk and bk

� as
well. Insofar as U�0� contains only constant terms and has no
ak or ak

� factors, the HP transformation has no effect on this
zeroth-order component in U. From the nature of the terms in
U�3� and U�4� as tabulated above, the reader can see that this
operation, while straightforward, is algebraically tedious.

The change over to the normal modes associated with U�2�

provides a working basis for many linear problems in spin-
wave dynamics and the realization of the appropriate spin-
wave dispersion relation for �k. The more powerful applica-
tion, however, is for nonlinear spin-wave dynamics. Explicit
expressions for U�3� and U�4� in the �bk ,bk

�� amplitudes cor-
respond to a nonlinear perturbation to the linear spin-wave
dynamics embodied in U�2�. The expressions for U�3� and U�4�

in terms of the bk and bk
� also provide working basis for the

further analysis of four-wave processes alluded to above.
Recall the Case I analysis in the development of U�2� in

Sec. IV C. For this case, the z component of the external field
was taken as spatially homogeneous and time independent.
This limit gave a relatively simple form for U�2� that couples
modes with wave vectors k and −k only, as given in Eq.
�44�. In essence, this nondiagonal form yields equations of
motion for coupled harmonic oscillators represented by spin-
wave amplitudes ak and a−k

� . The HP transformation serves
to decouple these modes. For the present purposes, the HP
transformation is written here as41,60
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� ak�t�
a−k

� �t� � = uk vk

vk
� uk

� · � bk�t�
b−k

� �t� � . �53�

The uk and vk are given by

uk =�Ak + �k

2�k
�54�

and

vk = −
Bk

�Bk�
�Ak − �k

2�k
�55�

with a spin-wave frequency

�k = �Ak
2 − �Bk�2. �56�

Equation �56� gives the general � k vs k dispersion relation
for the linear normal mode excitations associated with these
amplitudes. Specific expressions for �k�k� for different
physical magnetic systems have found extensive use in the
decades since the discovery of FMR and spin-wave reso-
nance phenomena in ferrites, thin films, etc. Details of the
HP transformation are given in Refs. 53 and 62, among oth-
ers. Recall that the Ak and Bk are both fully defined in terms
of the magnetization of the material, the different compo-
nents of the effective spin-wave tensor Nk, and the static
internal field, as given in Eqs. �30� and �45�, respectively.

Recall from Sec. III D that Nk is equal to N−k and its
components are real. These properties propagate to the Ak
and Bk as well. It follows that �i� Ak and uk are real and �ii�
the conditions uk=u−k, vk=v−k, and �k=�−k are satisfied. In
terms of bk, bk

� variables, U�2� takes the diagonal normal-
mode form alluded to above

U�2� = �
k

�kbk
��t�bk�t� . �57�

Since the HP transformation is canonical, the equations of
motion for the bk and bk

� amplitudes retain the Hamiltonian
form developed in Sec. II and given by Eq. �8�. Physically,
the HP transformation corresponds to a change over from
generally elliptically polarized spin-wave modes ak and a−k

�

to circularly polarized modes bk and b−k
� . The special case

when Bk is zero corresponds to circularly polarized ak and
a−k

� modes. Reference 62 provides a tutorial discussion of
this property.

With the HP transformation as given in Eq. �53� now es-
tablished, one can proceed to the development of U�1�, U�3�,
and U�4� in terms of the bk and bk

�. The transformation of U�1�

term is straightforward and leads to

U�1� = − �
k

�ukFk
��t� + vk

�F−k�t��bk�t� + c.c. �58�

The Fk�t� coefficient is the same as given in Eq. �40�. As
noted in Sec. IV, in the limit of uniform mode dynamics only,
Fk�t� reduces to a simple transverse field pumping term only,
with the form ���h�,0�t�. This is the driving term in standard
uniform mode FMR situations.

The transformation of U�3� is more involved. For sake of
simplicity, U�3� will be taken in the form given in Eq. �49� for
the special case of no external transverse field, that is,

H�,k=0. This case will be important for the development of
four-wave coupling coefficients in Secs. VI and VII. The
change over from the ak and ak

� to the bk and bk
� amplitudes

is basically a problem of tabulation that is straightforward
but tedious. The transformed third-order Hamiltonian term
takes the form

U�3� =
1

3�
123

�U123
� b1�t�b2�t�b3�t� + c.c.���1 + 2 + 3�

+ �
123

�V12,3
� b1�t�b2�t�b3

��t� + c.c.���1 + 2 − 3�

�59�

with coefficients

U123 = −
1

2
��D1u1 + D1

�v1��u2v3 + v2u3� + �D2u2 + D2
�v2��u1v3

+ v1u3� + �D3u3 + D3
�v3��u1v2 + v1u2�� �60�

and

V12,3 = −
1

2
��D1u1 + D1

�v1��u2u3 + v2v3
�� + �D2u2 + D2

�v2�

��u1u3 + v1v3
�� + �D3

�u3 + D3v3
���u1v2 + v1u2�� . �61�

Following the notation set up earlier, the �1,2,3� etc. nomen-
clature refers to different k values. Note that for a circular
spin-wave polarization, that is, for uk=1 and vk=0 for all k
values, one obtains U123=0 and V12,3=−�D1+D2� /2, in
agreement with Eq. �49�. As with previous coefficients, the
specific U123 and V12,3 forms mean that only the sequences k
subscripts without a comma separator may be interchanged
at will.

The transformed fourth-order Hamiltonian term takes the
form

U�4� =
1

2 �
1234

W12,34b1�t�b2�t�b3
��t�b4

��t���1 + 2 − 3 − 4�

+ �
1234

�G123,4
� b1�t�b2�t�b3�t�b4

��t� + c.c.���1 + 2 + 3

− 4� +
1

4 �
1234

�R1234
� b1�t�b2�t�b3�t�b4�t� + c.c.�

���1 + 2 + 3 + 4� �62�

with expansion coefficients
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W12,34 = 12,�−3��−4��u1u2u3u4 + v1
�v2

�v3v4� + 2�−3�,1�−4�

��u1v2
�u3v4 + v1

�u2v3u4� + 1�−3�,2�−4��u1v2
�v3u4

+ v1
�u2u3v4� + �123,4v1

�v2
�u3v4 + �123,4

� u1u2v3u4

+ �412,3v1
�v2

�v3u4 + �412,3
� u1u2u3v4 + �341,2v1

�u2u3u4

+ �341,2
� u1v2

�v3v4 + �234,1u1v2
�u3u4 + �234,1

� v1
�u2v3v4,

�63�

G123,4 =
1

3
�12,3�−4��u1u2v3u4 + v1v2u3v4

�� + 23,1�−4�

��v1u2u3u4 + u1v2v3v4
�� + 13,2�−4��u1v2u3u4

+ v1u2v3v4
�� + �123,4u1u2u3u4 + �123,4

� v1v2v3v4
�

+ �412,3u1u2v3v4
� + �412,3

� v1v2u3u4 + �341,2u1v2u3v4
�

+ �341,2
� v1u2v3u4 + �234,1v1u2u3v4

� + �234,1
� u1v2v3u4�

�64�

and

R1234 =
1

3
�12,34�u1u2v3v4 + v1v2u3u4� + 23,14�u1v2v3u4

+ v1u2u3v4� + 13,24�u1v2u3v4 + v1u2v3u4�

+ �123,4u1u2u3v4 + �123,4
� v1v2v3u4 + �412,3u1u2v3u4

+ �412,3
� v1v2u3v4 + �341,2u1v2u3u4 + �341,2

� v1u2v3v4

+ �234,1v1u2u3u4 + �234,1
� u1v2v3v4� . �65�

Note that the sum terms with the W coefficients have no
complex conjugate add-ons. This means that the individual
terms in this sum will be, in general, complex. It is easy to
see from the structure of Eq. �63� that W12,34=W34,12

� is true,
so that this sum term in U�4� is guaranteed to be real, as
required. Notice also that for a circular polarization, that is,
for uk=1 and vk=0, one obtains W12,34=12,�−3��−4�, G123,4
=�123,4, and R1234=0, in agreement with Eq. �50�. As one
additional check on the algebra, one can see that the allowed
interchange of indices indicated by the structure of the
W12,34, G123,4, and R1234 labels on the left side of Eqs.
�63�–�65� carry over consistently to the detailed sequences of
terms on the right-hand side of these equations. The right-
side expression for R1234, for example, is invariant under any
permutation of indices.

VI. ELIMINATION OF NONRESONANT TERMS FROM
THE HAMILTONIAN

The new consideration for this section concerns resonant
and nonresonant processes. It is important to keep in mind
that the U�3� and U�4� terms in the Hamiltonian represent non-
linear interaction processes which destroy certain spin waves
and create others. By their very nature, such processes must
conserve momentum and energy. In the present classical pic-
ture, momentum conservation is already embodied in the
Kronecker delta functions that appear in the various k sums
in the equations developed above. The V12,3 and V12,3

� terms

in U�3�, for example, contains a ��1+2−3� factor, with the
corresponding implied momentum conservation condition,
k1+k2=k3. The companion energy conservation condition is
given as �1+�2=�3. The energy conservation is not explic-
itly embodied in the classical form of the equations but is
generally clear from the actual mode responses. If the physi-
cal configuration of the problem at hand in terms of field,
sample geometry, sample parameters, etc., allow these mo-
mentum and energy conservation conditions to be satisfied,
the processes are taken as resonant. If the situation is such
that these conditions cannot be satisfied, the corresponding
processes are taken as nonresonant.

As an example, resonant three-wave interactions of the
form 1→ �2 ,3� correspond to the well-known situation of
Suhl first-order spin-wave instability. In this situation, one
pumped magnon, typically at k�0, splits into two half fre-
quency magnons with equal and opposite k vectors. Such
processes give rise to the well-known subsidiary absorption
loss peak in ferromagnetic resonance. The ferromagnetic
resonance response for a sufficiently high field or frequency
often corresponds to the case for which such three-wave 1
→ �2 ,3� type processes are not allowed and the experimental
resonance saturation response is controlled mainly by four-
wave processes of the form �1 ,2�→ �3 ,4� that is described
by the W12,34 sum terms in U�4�.

Section VII will consider two special cases of �1 ,2�
→ �3 ,4� processes that are relevant to current nonlinear spin-
wave dynamics problems. Case A in Sec. VII corresponds to
scattering interactions of the form �0,0�→ �k ,−k�. This case
represents the classic situation for second-order spin-wave
instability or resonance-saturation processes. This process,
first described theoretically by Harry Suhl in the 1950s,34 is
extremely important for many problems in nonlinear dynam-
ics of current interest, including magnetization reversal in
thin magnetic films,54 and spin torque,63,64 for example. Case
B corresponds to processes of the form �k ,k�→ �k ,k�. Such
a nonlinear self interaction for spin waves with a common
wave vector is always resonant. These processes are of direct
relevance to any problem in nonlinear spin-wave dynamics
in which the frequency shift associated with the pumped
spin-wave modes is important. This includes microwave
magnetic soliton dynamics65 and spin torque oscillators.56,66

Under typical situations for which these four-wave pro-
cesses come into play, it turns out that there are no allowed
three-wave processes that involve the relevant modes. It also
turns out, however, that even though three-wave processes
are nonresonant, the U�3� term in the Hamiltonian still plays
an important role in the four-wave scattering problem. The
way forward in the analysis in this situation is to perform a
transformation that eliminates U�3� from the overall Hamil-
tonian. The effect of this transformation is to fold in the
three-wave coefficients into a modified U�4� Hamiltonian
term. The focus here is on this procedure and its ramifica-
tions.

It is important to emphasize at the outset that this subtle
but critical point is not well appreciated. In the initial work
by Suhl34 and Schlömann,39 for example, the problem of
FMR saturation at high microwave power levels was ana-
lyzed in terms of “bare” four-wave processes as embodied in
the U�4� term in the Hamiltonian developed above. Their re-

PAVOL KRIVOSIK AND CARL E. PATTON PHYSICAL REVIEW B 82, 184428 �2010�

184428-12



sults for the threshold microwave field amplitude of the reso-
nance saturation spin-wave instability turned out to be cor-
rect for one simple reason, namely, that the critical spin-
wave modes obtained from the analysis were such as to make
the correction terms from U�3� vanish. This fortuitous situa-
tion applies to the threshold power for resonance saturation
but not for the general steady-state response above threshold.
The importance of nonresonant three-wave terms in general
for four-wave scattering processes was first pointed out by
Zakharov.58 Livesey et al.55 have recently applied this type
of analysis to large-angle nonlinear spin-wave dynamics in
thin films.

Details on the transformation and the logical steps for its
development may be found in the highly cogent report by
Krasitskii.67 Note, however, that Ref. 67 considers only a
Hamiltonian function for which all expansion coefficients are
real. In general, and for the cases of interest here, the Hamil-
tonian coefficients are complex. The Krasitskii development
still applies but it is necessary to go through the full analysis
with this change in mind. A full step-by-step development is
beyond the scope of this paper and only the final results are
given below.

Keep in mind that there have already been three transfor-
mations, the original Schlömann transformation from the
vector magnetization M�r , t� to the scalar a�r , t� and a��r , t�
canonical variables, the further canonical transformation to
the ak�t� and ak

��t� spin-wave amplitudes, and then the HP
transformation to the bk�t� and bk

��t� amplitudes that diago-
nalizes the second-order U�2� term in the Hamiltonian and
yield the normal modes for the linear problem. The transfor-
mation of interest here carries the bk and bk

� over to new
spin-wave amplitudes ck and ck

� that eliminate the U�3� term
from the Hamiltonian. This transformation is valid only un-
der the nonresonant conditions discussed above. Following
the Krasitskii approach, this transformation takes the form of
power series that can be written as

bk�t� = ck�t� − �
12
� V12,k

�

�k − �1 − �2
c1�t�c2�t���k − 1 − 2�

+ 2
V1k,2

�k + �1 − �2
c1�t�c2

��t���k + 1 − 2�

+
U12k

�k + �1 + �2
c1

��t�c2
��t���k + 1 + 2�� . �66�

While the algebra is rather tedious, the Hamiltonian in terms
of the ck and ck

� can be obtained as

U = �
k

�kck
��t�ck�t� +

1

2 �
1234

W̃12,34c1�t�c2�t�c3
��t�c4

��t���1 + 2

− 3 − 4� + remaining fourth order�RFO�terms. �67�

One can see that the leading second order U�2� term in the
Hamiltonian and the normal mode spin-wave frequency �k
are not affected by the transformation to ck and ck

� ampli-

tudes. The W̃12,34 represent renormalized versions of the
W12,34 coefficients for �1 ,2�→ �3 ,4� process. Expanded ex-

pressions for the W̃12,34 will be considered shortly. The re-

maining fourth-order �RFO� terms correspond to �1�
→ �2 ,3 ,4�, etc., processes. Comments on these terms are
given at the end of the section. In principle, the U�1� term
given in Eq. �58� carries over to the new Hamiltonian but
now expressed in terms of the ck and ck

�. For simplicity, this
term is not included in Eq. �67� as it has no effect on the
nonlinear dynamics to be considered in Sec. VII.

The general form of the W̃12,34 coefficients for unre-
stricted sets of the four eigenfrequencies �1 through �4 is
quite complicated and of no direct interest here. Reference
67 does provide formulas for these terms in the case of a
Hamiltonian with real coefficients. Recall, however, that for
the specific �1 ,2�→ �3 ,4� processes of interest here, one has
large amplitudes only if the resonance condition

�1 + �2 = �3 + �4 �68�

is satisfied. In this special case, the W̃12,34 take a simple
additive form written here as

W̃12,34 = W12,34 + T12,34 �69�

with the T12,34 given by

T12,34 = − 2�U12�−1−2�
� U34�−3−4�

�−1−2 + �1 + �2
+

V12,�1+2�
� V34,�3+4�

�3+4 − �3 − �4

+
V2�4−2�,4

� V3�1−3�,1

�1−3 + �3 − �1
+

V1�3−1�,3
� V4�2−4�,2

�2−4 + �4 − �2

+
V2�3−2�,3

� V4�1−4�,1

�1−4 + �4 − �1
+

V1�4−1�,4
� V3�2−3�,2

�2−3 + �3 − �2
� . �70�

The T12,34 represents the effect of the nonresonant three-
wave processes, now transformed out of the Hamiltonian, to
the resonant four-wave �1 ,2�→ �3 ,4� process. The various U
and V parameters carry over from the now eliminated U�3�

term in the Hamiltonian and were defined in Eqs. �60� and
�61�. As with W12,34, it is easy to see from Eq. �70� that
T12,34=T34,12

� is true so that U�4� is guaranteed to be real, as
required.

Even though the T12,34 expression is rather complicated,
its physical basis can be understood in a simple way. Recall
that the U and V coefficients in U�3� represent the amplitudes
for specific three-wave scattering process. The U123 and U123

�

in Eq. �59�, for example, represent scattering amplitudes for
processes in which three spin waves k1, k2, and k3 are cre-
ated or destroyed respectively. This means that the leading
U12�−1−2�

� U34�−3−4� term in T12,34 represents processes in
which spin waves with k1, k2, and k=−k1−k2 are destroyed
and additional spin waves with k3, k4, and k�=−k3−k4 are
created. The ��1+2−3−4� constraint in Eq. �67�, however,
means that k is equal to k�, so that the combined result of
these two three-wave processes corresponds to a single
�1 ,2�→ �3 ,4� four-wave process. Note also that the �−1−2
+�1+�2 denominator that accompanies this term in T12,34
mirrors this same overall process.

Similar connections apply for the remaining terms in Eq.
�70�. Consider the V12,�1+2�

� V34,�3+4� product, for example. The
V12,�1+2�

� part corresponds to the situation in which spin
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waves with k1 and k2 are destroyed and a spin wave with
k=k1+k2 is created. The V34,�3+4� part corresponds to the
situation in which spin waves with k�=k3+k4 are destroyed
and spin waves with k3 and k4 are created. As before, the
k=k� condition transforms these sequential three-wave pro-
cesses in to a single �1 ,2�→ �3 ,4� four-wave process. The
�3+4−�3−�4 denominator mirrors this process as well. In
this case, however, the in-out nature of the individual three-
wave interactions is also mirrored by the explicit form as an
energy difference. It is important to keep in mind that the
entire analysis of this section is for nonresonant three-wave
processes. This means that none of the denominators in Eq.
�70� can ever vanish and, in general, will be on the order of
the spin-wave frequencies themselves. For the simple case
for which k1=k2=k3=k4=0 is satisfied, the denominators
for the terms in Eq. �70� reduce to 3�0 for the first term and
��0 for the others. Insofar as these all amount to scattering
parameters, a sign change simply denotes a change in phase.

Figure 1 provides a graphical depiction of the various
�1 ,2�→ �3 ,4� scattering processes for the six terms in the
T12,34 expression of Eq. �70� coefficient. The positions of the
diagrams mirror the layout of terms in Eq. �70�. The left- and
right-side solid arrows represent the �1,2� spin-wave pairs
that are destroyed and the �3,4� spin-wave pairs that are cre-
ated in each of the six hybrid interactions, respectively. The
dashed arrows that connect these “in” and “out” products
represent the matching out and in parts of the individual
three-wave terms, in the spirit of the details given above for
the first two terms. The dashed arrow in the upper-left dia-
gram, for example, corresponds to either k=−k1−k2 or k�
=−k3−k4. It is reassuring to see that the large amount of
algebraic work needed to obtain Eq. �70� actually leads to the
only six physical terms that yield four-wave
�1 ,2�→ �3 ,4�-type scattering from a combination of two
three-wave processes that satisfy the momentum conserva-
tion condition k1+k2=k3+k4. There are no others.

The final remarks for this section concern the labeled but
not specified RFO terms in Eq. �67�. In principle, these terms

can be also eliminated from the Hamiltonian if the transfor-
mation of Eq. �66� is expanded to include cubic terms in the
ck and ck

� variables.67 Such a procedure would be even more
complicated than the analysis just described. For the prob-
lems of interest here, however, these RFO terms play no
significant role. This can be seen from the form of these
terms. Keep in mind that the ck take the form ck�t�
��ck�t��e−i�kt, where �ck�t�� corresponds to a slowly varying
envelope response to be determined from the final equation
of motion analysis. For the explicitly stated �1 ,2�→ �3 ,4�
terms in Eq. �67�, for example, the different ck and ck

� am-
plitudes occur in pairs. The energy conservation requirement
in Eq. �68� means that there will be no surviving high-
frequency oscillation response from these terms. For the
RFO terms, in contrast, the frequency dependences do not
cancel out and the net result is a fourth-order product of
spin-wave amplitudes with a high-frequency oscillation type
response. A �1�→ �2 ,3 ,4� term, for example, will lead to a
ck product that varies as e2i�2t. The evolution of the nonlinear
response of the spin-wave system, however, is normally de-
scribed by the slowly varying envelope functions noted above
and such fast oscillation terms can be typically neglected.

VII. THEORY APPLICATIONS

As indicated above, the application focus of this section is
on resonant four-wave �1 ,2�→ �3 ,4� scattering processes in
situations for which three-wave processes are nonresonant.
In spite of the physical connections implicit in the general

W̃12,34 factors discussed above, these factors for the case of
four “unconstrained” wave vectors are not particularly useful
for practical calculations. “Unconstrained” is shown in
quotes because k1, k2, k3, and k4 are still subject to the
momentum and energy conservation requirements discussed
above. This section serves to narrow the focus even further,
to two specific nonlinear spin-wave problems of fundamental
and practical interest. Section I will develop new formulas
for the coupling coefficients for Suhl second-order spin-wave
instability processes. The working equations will be devel-
oped here for the case of a bulk sample in the form of an
ellipsoid of revolution. This is the same classical problem
analyzed by Suhl34 and Schlömann,39 for example, in con-
nection with the nonlinear FMR saturation response in ferrite
samples. These seminal papers, however, do not include the
effect of the nonresonant three-wave process terms devel-
oped in Sec. VI. As will be shown shortly, this three-wave
correction can become important under certain conditions.

Section VII B will then consider the nonlinear spin-wave
frequency shift in a thin magnetic film. In addition to the
critical importance of this parameter for microwave magnetic
envelope solitons,65 the nonlinear frequency shift is central
to a proper analysis of the magnetization dynamics for spin
momentum transfer in thin-film structures and the emerging
class of spin torque oscillator devices.32,64,68 Among other
things, this shift controls the Q factor of the spin torque
oscillator response.56

To date, however, there has been no completely satisfac-
tory theoretical development of this nonlinear frequency
shift. Many workers have adopted a heuristic approach based

FIG. 1. Graphical representation of the six explicit �1 ,2�
→ �3 ,4� four-wave scattering processes described by the six terms
in T12,34 from Eq. �70�. The solid arrows represent the spin-wave
modes involved in �1 ,2�→ �3 ,4� process. The dashed arrows rep-
resent the intermediate nonresonant three-wave scattering processes
that make up the actual interactions. The relative positions of the
diagrams mirror the layout of terms in Eq. �70�.
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on the Kittel FMR equation or linear spin-wave dispersion
equations with the saturation magnetization Ms replaced sim-
ply by the time-averaged magnetization component along the
internal field direction.69–71 The major problem with this ap-
proach is that the starting expressions for the mode frequen-
cies come exclusively from a linear analysis. From the very
start, this approach ignores the nonlinear terms in the dy-
namical equations that are central to a proper analysis. As
will be shown shortly, this heuristic approach can often lead
to significant errors.

There have also been a number of published results based
on a nonlinear spin-wave dynamics approach of the sort de-
veloped here.72–74 The problem with these analyses is three-
fold. �1� Some of these published works are not fully devel-
oped and give abstract results that are of limited practical
use. �2� Others appear to contain piecemeal developments
and typographical errors or other problems that reduce the
credibility of the final cited working equations. �3� Some of
the results do not reduce to those from exact numerical meth-
ods in simple limits. It is noteworthy that Slavin and
Tiberkevich have recently published consistent results for the
special case of in-plane and perpendicularly magnetized thin
films with in-plane uniaxial anisotropy.75

Because of these earlier problems, most of these previous
developments and results are of limited practical use. The
analysis given below is done for a specific case of an ultra-
thin magnetic film with static external field applied under a
general angle relative to the film normal. It is shown that a
strict application of the Hamiltonian method with the three-
wave correction terms included leads to consistent nonlinear
frequency-shift results. The final frequency-shift expressions
given below, taken together with the fully developed formal-
ism from the previous sections, should provide a self consis-
tent, useful, and practical statement of the nonlinear response
for spin waves in magnetic systems that should be useful for
workers in the field.

A. Suhl second-order spin-wave instability coupling
coefficients revisited

Suhl second-order spin-wave instability processes corre-
spond to a situation in which two uniform-mode �k=0� mag-
nons at the FMR frequency �0 split into two oppositely di-
rected �k ,−k� magnons with �k=�0.34 These single
frequency �0,0�→ �k ,−k� processes are central to many ba-
sic nonlinear FMR effects and to a host of microwave mag-
netic device properties. One key effect concerns the critical
uniform mode amplitude, taken as �c0�crit, at which selected
nonzero k modes will be driven to large amplitudes. The c0
is the steady state uniform-mode amplitude obtained from
the equation-of-motion analysis based on the development of
Sec. V or Ref. 59, for example. Insofar as c0 generally scales
with the amplitude of the applied microwave pumping field,
taken here as uniform and denoted as h0, one also obtains the
spin-wave instability threshold microwave field amplitude
hcrit often termed the Suhl threshold.

The classic Suhl analysis gives a concise set of working
equations for the spin-wave instability threshold. In the ter-
minology of this paper, the basic relation can be written as

�c0�crit = min� �k

�W̃00,k�−k��
�

�k=�0

, �71�

where �k denotes the relaxation rate of a given spin-wave

mode and the W̃00,k�−k� is the coupling coefficient for the
�0,0�→ �k ,−k� scattering process. The minimization is over
all available spin-wave modes at the FMR frequency, as de-
fined through the linear dispersion relation implicit in Eq.
�56�, for example. In this section, the FMR frequency is al-
ways taken equal to the microwave field pumping frequency.
In simple terms, one can view the above relation as a power

flow equation of the form �k= �W̃00,k�−k���c0�crit
2 , where �k cor-

responds to the decay rate of the pumped spin waves at �k
and �k=�0, and �W̃00,k�−k���c0�crit

2 gives the power flow into
these modes. The minimization relates to the fact that it is the
spin-wave mode with the minimum threshold, so called criti-
cal mode, that is seen in the experiment experiments.

The purpose of this section is twofold. First, it provides a
check on the theory in certain limits for the relatively simple
but important and well-known problem of Suhl second-order
spin-wave instability threshold. Second, and more impor-
tantly, it provides a completely new result for the Suhl cou-
pling coefficient that includes the effect of nonresonant
three-wave processes developed in the previous section. As
noted, the original developments by Suhl and Schlömann
ignored these effects. It is shown that under certain condi-
tions these effects can be important.

For simplicity, the development below is for magnetically
isotropic bulk ellipsoidal sample with rotational symmetry.
Figure 2 shows the geometry. The axis of symmetry is in the
z direction. The ellipsoid is magnetized to saturation by the
static uniform field He=Heẑ. The spin-wave modes are de-
fined in terms of a wave vector k with azimuthal and polar
propagation angles 
k and �k, respectively. Following the
spirit of the Suhl theory, the spin-wave excitations will be
considered in the bulk, short-wavelength limit only. This
means that complications due to surface boundary conditions
and size effects are avoided.

FIG. 2. The sample and the field geometry for the analysis of the
Suhl �0,0�→ �k ,−k� coupling coefficient for an isotropic bulk el-
lipsoidal sample with rotational symmetry. The axis of symmetry is
along the z direction. The ellipsoid is magnetized to saturation by
the static uniform field He=Heẑ. The spin-wave mode is defined in
terms of the wave vector k and the corresponding azimuthal and
polar propagation angles 
k and �k, respectively.
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As with most of the formulas developed above, the spe-

cific form of the W̃00,k�−k� coupling coefficient of interest
here follows from the various terms in the effective spin-

wave tensor Nk. Keep in mind that the general W̃ coefficient
is comprised of two terms, W and T. In this specific case one
writes

W̃00,k�−k� = W00,k�−k� + T00,k�−k�. �72�

Each of the terms in W̃00,k�−k� is expressed, in turn, in terms
of the various components of the Nk tensor through a se-
quence of coefficients as developed in Secs. III–VI. This
selected example demonstrates the point made earlier, that
the full nonlinear dynamics for a given problem reduces to
nothing more than a proper consideration of the starting Nk
tensor.

As in the Suhl approach, it is useful to separate the Nk
solutions for the uniform k=0 mode pumped by the micro-
wave drive and the short-wavelength bulk spin-wave modes
with nonzero k values. The N0 tensor is the same as the usual
the demagnetizing tensor. For the rotationally symmetric
sample geometry of Fig. 2 the N0 is diagonal with Nxx,0
=Nyy,0=N� and Nzz,0=1−2N�, where N� is the standard
transverse demagnetizing factor.

The components of the effective spin-wave Nk tensor for
bulk k�0 spin-wave modes along with an outline of their
development are given in Ref. 62, among other sources.

Nxx,k = �exk
2 + sin2 �k cos2 
k.

Nyy,k = �exk
2 + sin2 �k sin2 
k.

Nzz,k = �exk
2 + cos2 �k.

Nxy,k = Nyx,k = sin2 �k sin 
k cos 
k.

Nxz,k = Nzx,k = sin �k cos �k cos 
k.

Nyz,k = Nzy,k = sin �k cos �k sin 
k. �73�

Note that the exchange term in Nk is diagonal and isotropic.
The form of the dipole terms reflects the spin-wave elliptic-
ity. These specific expressions for the terms in Nk in combi-
nation with Eqs. �30�, �45�, and �56�, lead directly to the
well-known bulk spin-wave dispersion relation

�k = ���H + �M�exk
2� � ��H + �M�exk

2 + �M sin2 �k��1/2.

�74�

Recall that �H= ���Hi simply expresses the internal field in
frequency units. For the simplified sample geometry at hand,
this reduces to �H= ���He−�M�1−2N��. For completeness, it
is also useful to write down the uniform mode FMR fre-
quency �0 that follows from Eqs. �30�, �45�, and �56� with
the terms in N0 given above.

�0 = �H + �MN� = ����He + 4�Ms�Nzz,0 − N��� . �75�

The bottom line in Eq. �75� is recognizable as the Kittel
FMR condition for rotationally symmetric samples. While

Eqs. �74� and �75� will not appear explicitly in the final

W̃00,k�−k� expressions given below, they are needed for the
development to obtain the cited results.

From the above, one can now obtain working expressions

for the two parts of W̃00,k�−k� in Eq. �72�. First consider the
bare W00,k�−k� component. For a sample with rotational sym-
metry, the uniform mode is circularly polarized and one has
u0=1 and v0=0. This leads to a major simplification in the
general W00,k�−k� expression of Eq. �63�, and one obtains

W00,k�−k� = 00,k�−k�uk
2 + 2�00k,k

� ukvk. �76�

Note also that the uk, vk, and �00k,k coefficients above are
even functions with respect to wave vector k as a conse-
quence of the Nk=N−k property discussed in Sec. III. The
connections between the terms on the right hand side of Eq.
�76� and Nk were developed in previous sections. With the
Nk components for bulk spin waves from Eq. �73� folded
into the analysis, one can obtain W00,k�−k� in explicit form.
One can obtain W00,k�−k� in a particularly compact form
through the use of a simple function given by

G��x,q� = � 1 +�1 +  x

2q
�2

. �77�

In terms of G��x ,q�, one obtains

W00,k�−k� =
�Mq

4
��G−�x,q� +

2 − 3x

q
�G+�x,q� +  x

2q
�2�

�78�

with x taken as sin2 �k and q=�0 /�M. There are two impor-
tant points of note here. First, the rotational symmetry of the
problem gives a W00,k�−k� coefficient that does not depend on
the azimuthal spin-wave propagation angle 
k. The second,
and more important point, is that the wave-number k depen-
dence of W00,k�−k� comes in through the �0=�k constraint.
This constraint, in combination with Eqs. �74� and �75�
yields the k as a function of sin2 �k and �0, and leads to the
relatively simple bare coupling term given in Eq. �78�. Note
that the N� parameter plays no explicit role in these expres-
sions, apart from its inclusion on the FMR frequency param-
eter �0.

The only equation cited in the literature for comparison
with the W00,k�−k� expression developed above is Eq. �3.49�
in the unpublished “R-48” treatise of Schlömann.39 This
R-48 expression, however, is not the same as obtained here.
Part of the problem is in a factor of 2 difference in the
Hamiltonian convention, and part appears to be due to a
typographic error. The computed curves in Fig. 12 of R-48,
however, do match the present expression.

The W00,k�−k� coupling coefficient reduces to an even sim-
pler expression in the high-frequency limit for �0��M. In
this limit, one obtains W00,k�−k���M�1− �3 /2�sin2 �k�. This
simple form directly reflects the nature of the dipole-dipole
interactions responsible for the nonlinear coupling. This lim-
iting case is also important for practical applications. In the
case of YIG, for example, one has �M /2��5 GHz. Many
FMR experiments are done at somewhat higher frequencies.
In this limit, one can see that the spin-wave modes with
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largest �W00,k�−k�� coupling coefficient are those that propa-
gate along the field direction at �k=0. In the original Suhl
and Schlömann theory, these �k=0 modes with the strongest
coupling correspond to the critical modes. With the proper
bulk sample uniform mode c0 expression taken into account,
one obtains a simple expression for the linearly polarized
microwave field threshold amplitude for spin-wave instabil-
ity �hcrit� equal to �H��Hk /4�Ms�1/2, where �H is the stan-
dard FMR half-power linewidth below threshold and �Hk
=2�k / ��� defines the conventional spin-wave linewidth. This
is the famous spin-wave instability threshold field result first
developed by Suhl. Traditionally, this is the standard working
expression for many practical applications.

Turn now to the new term in the fully developed coupling
coefficient, namely, the supplemental T00,k�−k� three-wave
term. As with W00,k�−k�, the specific �0,0�→ �k ,−k� four-
wave process considered here results in a major simplifica-
tion. In addition to the u0=1 and v0=0 conditions noted
above, D0 is also zero. Equations �31�, �60�, �61�, and �70�
now combine to yield T00,k�−k� in a compact form akin to Eq.
�78�.

T00,k�−k� = −
�M

2q
x�1 − x��G+�x,q���G+�x,q� − �G−�x,q��3.

�79�

The q, x, and G� are the same as before. As above, N� also
plays no explicit role in these expressions. From the form of
T00,k�−k�, one can see that this three-wave correction term
vanishes for �k propagation angles of zero and 90°. It also
vanishes for the high-frequency limit �0��M. The implica-
tions of these properties will be discussed shortly. Based on

the expressions in Eqs. �78� and �79�, the full W̃00,k�−k� cou-
pling coefficient can now be obtained from Eq. �72�.

Graphs �a� and �b� in Fig. 3 summarize the �k depen-

dences of the bare W00,k�−k� and the full W̃00,k�−k� coupling
coefficients, respectively. Curves are shown for a range of
FMR frequencies, expressed through values of �0 /�M, as
indicated. The vertical axes for �a� and �b� show values of W

and W̃, all normalized to �M. This scale is reasonable, inso-
far as the dominant interaction that gives rise to these non-
linear terms is dipole-dipole in nature.

The physical meaning of the curves in Fig. 3 is closely
connected to the role of coupling coefficients in defining the
Suhl spin-wave instability threshold parameters �c0�crit and
hcrit that were introduced above. For a given FMR frequency
and, hence, a given curve in �a� or �b�, it is the maximum

value of W or W̃ that will determine the �k value for the
critical mode. Note that this is true, strictly speaking, only if
the spin-wave relaxation rate �k, or the equivalent spin-wave
linewidth �Hk, is wave-vector �k� independent. The situa-
tion when these relaxation parameters are wave vector de-
pendent will be considered shortly.

From the curves for the bare W00,k�−k� parameter in �a� one
can see that for frequencies above about �M /10 or so, the
maximum coupling will occur at �k=0. For a k-independent
spin-wave linewidth ��Hk�, these are the critical modes as-
sociated with the Suhl result noted above, hcrit

=�H��Hk /4�Ms�1/2. The situation is modified somewhat
for lower frequencies, as evident from the topmost curve in
�a�. One can see that for frequencies below �M /10 or so, the
development of a peak in the W��k� profile will serve to
select out critical modes at �k�45°. The caveat here is that
three-wave processes, taken to be forbidden for the purposes
of this analysis, can come into play if �0 /�M falls below
2N�, and this imposes a lower limit on the applicability of
the present analysis.

Before moving on to the augmented W̃��k� term shown in
�b�, it is useful to consider the effect of a k-dependent �k or
�Hk on the critical modes in �a�. This is because both these
relaxation parameters are generally strong functions of the
wave number k and the propagation angles �k and 
k as
well.15,76–78 Such dependences mean that the maximum value
of �W�k�� /�k�k� with respect to k, not just the maximum of
�W�k��, will define the Suhl critical modes for a given sys-
tem. Recall that this maximization, which corresponds to the
“min” operation in Eq. �71�, is always carried out subject to
the �k=�0 energy-conservation constraint for the �0,0�
→ �k ,−k� four-wave process considered here.

By way of example, consider the three-wave confluence
process in which an excited spin-wave mode interacts with
thermal magnons. In certain limits, this process gives an �k
that varies linearly with k, i.e., of the form A+Bk.76,77 Based
on the bulk spin-wave dispersion equation given in Eq. �74�,
one can see that this type of an �k�k� function will push the
critical modes to lower k or higher �k values. In the context
of Fig. 3�a�, this will correspond to a possible shift in the
critical modes away from �k=0 at high frequencies and to
values above the nominal �k=45° limit point at low frequen-
cies. In cases where the B term in �k�k� dominates, these
effects can be very dramatic.

Consider now the full three-wave augmented W̃00,k�−k� vs
sin2 �k profiles in graph �b�. One can see that the three-wave

FIG. 3. �Color online� Graphs �a� and �b� show plots of the bare

four-wave W00,k�−k� and the three-wave augmented W̃00,k�−k� cou-
pling coefficients, respectively, as a function of sin2 �k, where �k is
the polar spin-wave propagation angle. Curves are shown for se-
lected values of the ferromagnetic resonance frequency �0, shown
in ratio to the magnetization frequency parameter �M. The vertical

axis W and W̃ values are also shown in normalized form, relative to
�M. As a practical calibration, �M /2� is about 5 GHz for yttrium
iron garnet. All curves are for the �0,0�→ �k ,−k� four-wave scat-
tering scenario for which the spin-wave frequency �k is equal to
�0.
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term has a major effect on these profiles, especially for low
frequencies. This is because the T00,k�−k� coupling coefficient
in Eq. �79� scales with 1 /�0. One can expect, therefore, a
significant change in the critical modes at low frequencies

due to �1� the more complicated W̃��k� profiles shown in
Fig. 3�b�, and �2� the effect of a k-dependent relaxation rate
on the ultimate critical modes that come out of the analysis.
As one example, consider the steeper and steeper fall-off in

W̃00,k�−k� with sin2 �k at �k values close to zero as �0 /�M
drops below unity. The effect of this steep fall-off will be to
lock the critical modes in to propagation angles very close to
�k=0, even as a linear �k�k� function, for example, tries to
push the critical mode to higher �k values. Keep in mind that
these strong effects take place even though three-wave scat-
tering is forbidden.

In the high-frequency limit, the three-wave terms have a
vanishing effect on the overall coupling. This accounts for
the success of the Suhl or Schlömann theory for the analysis
of high power microwave ferrite phenomena for nominal fre-
quencies above 5 GHz or so.

In closing this section, it is useful to add several remarks
about spin-wave degeneracy and the �k=�0 condition that
provides the underpinnings for all of the �0,0�→ �k ,−k�
four-wave process development above. The key point is that
there can be situations for which the �k=�0 degeneracy con-
straint disallows some range of spin-wave propagation
angles. In the case of bulk spin waves and ellipsoidal
samples in the �0��M high-frequency limit, for example,
the degeneracy condition limits the allowed modes to a cone
of propagation angles with �k�sin−1�2N��1/2. Taken to the
extreme N�→0 thin film limit, there are no allowed k modes
except at �k=0 and k=0. This corresponds moreover to the
well-known FMR situation for perpendicularly magnetized
thin films in which the �0 operating point sits at the bottom
of the band in the k→0 limit.

B. Nonlinear spin-wave frequency shift for in-plane
magnetized thin films—wave-vector dependence

If one drives the ferromagnetic resonance response or
other specific k�0 spin-wave mode to large amplitude, the
response is generally accompanied by a shift in the mode
frequency. This leads, for example, to well-known effect of
classical FMR foldover.79,80 As noted in the introduction to
Sec. VII, these shifts are also central to many nonlinear mag-
netodynamics problems of current interest. This section is
concerned with this nonlinear shift effect.

The discussion starts with a general introduction to the
mode shift effect in terms of the Hamiltonian formalism.
This is followed by two specific thin-film examples, one for
the k-dependent nonlinear frequency shift for an in-plane
magnetized film and one for the nonlinear FMR response.
The first example, in itself, gives some different insights into
nonlinear spin-wave physics in films. The second example,
among other things, provides for a direct comparison with
exact numerical solutions to the problem and makes for a
useful check on the overall formalism. In order to work with
tractable equations, these examples are developed in the
ultrathin-film limit, for which the dynamic magnetization is

uniform across the film thickness. This corresponds to the
type of spin-wave analysis first developed by Harte in 196881

and often termed as “the Harte approximation.”
The starting point for this discussion is with the general

amplitude-driven spin-wave frequency shift. Here, “ampli-
tude” is a loose term. The frequency of a particular spin-
wave mode actually depends on the mode amplitude, not in a
simple classical sense, but due to the many-fold nonlinear
interactions inside the spin-wave system. In principle, many
spin-wave modes may be involved in these interactions and
the theoretical treatment of this general problem is extremely
difficult. A narrower focus is needed for a cogent treatment
of the problem. For FMR foldover, soliton dynamics, spin
momentum transfer dynamics, and many other of the prob-
lems of current interest, one can limit considerations to the
self-interaction of a single spin-wave mode only. This is the
approach taken here. One first writes the nonlinear spin-wave
frequency �̃k, taken to lowest order in the spin-wave ampli-
tude, as

�̃k = �k + N���2, �80�

where �k is the linear spin-wave frequency, developed in
Sec. V, N is a nonlinear spin-wave frequency-shift coeffi-
cient, and ���2 is a scalar variable that is related in some way
to the spin-wave amplitude for the kth mode only. The abso-
lute square form is used to emphasize that this scalar variable
is real and positive. The crux of the problem is twofold, �1� a
proper definition of the spin-wave amplitude parameter ���2
and �2� a self-consistent definition of the nonlinear coeffi-
cient N. From the form of Eq. �80�, it is clear that the N
coefficient alone can have no practical meaning unless it is
accompanied by a clearly defined ���2 parameter. The lack of
appreciation of this point is perhaps one of the main sources
of misinterpretation of many published results in the archival
literature. Keep in mind that this newly introduced nonlinear
frequency-shift coefficient N is separate and distinct from the
previously defined spin-wave tensor Nk and its components.

Within the framework of the Hamiltonian formalism de-
veloped above, �̃k can be obtained in a straightforward way.
As discussed in Sec. VI, the focus here is on the special case
of nonresonant three-wave processes. For this situation, the
self-interaction Hamiltonian, Uself, takes the form

Uself � �
k

�kck
��t�ck�t� +

1

2�
k

W̃kk,kkck�t�ck�t�ck
��t�ck

��t� .

�81�
This expression follows directly from Eq. �67� with all the
subscripted k values set equal to a single k. The form of
Eq. �81� makes clear the formal nature of the self-interaction
process. Based on the Hamiltonian of Eq. �81�, the equation
of motion for a given spin-wave amplitude ck�t� then takes
form

i
dck�t�

dt
=

�Uself

�ck
��t�

� ��k + W̃kk,kk�ck�t��2�ck�t� . �82�

One can see immediately that the Eq. �82� describes a simple
nonlinear harmonic oscillator with a nonlinear frequency
given as
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�̃k = �k + W̃kk,kk�ck�t��2. �83�

One can see that Eq. �83� gives precisely the desired result,
namely, a consistent and clearly defined nonlinear frequency-
shift expression based on physics, not phenomenology. The
spin-wave amplitude parameter ���2 is now the square of the
modulus of the normal mode ck spin-wave amplitude. The
nonlinear frequency-shift parameter N is just the appropriate
four-wave Hamiltonian coefficient with the appropriate

three-wave correction, namely, W̃kk,kk. This overall result is
a natural one, especially if one takes note of the fact that �ck�2
is a classical analog to the magnon occupation number.

The explicit form of the W̃kk,kk coefficient can be ob-

tained in the same way as for W̃00,k�−k� in Sec. VII A. In the
first step, one writes

W̃kk,kk = Wkk,kk + Tkk,kk. �84�

The bare Wkk,kk four-wave coefficient and the supplemental
Tkk,kk three-wave term can be obtained from the general ex-
pressions given in Eqs. �63� and �70�, respectively. With all
the connections between various terms in the Wkk,kk and the
Nk spin-wave tensor components folded in to the analysis,
one obtains

Wkk,kk =
1

2
�2�H + �M�Nxx,k + Nyy,k�

2�k
�2

��3�H + �M�2Nzz,0 + Nzz,2k��

−
1

2
�3�H + �M�Nxx,k + Nyy,k + Nzz,2k�� . �85�

Recall that the �H frequency parameter expresses internal
static field in the frequency units according to Eq. �46�. In a
similar way, the Tkk,kk coefficient follows directly from Eq.
�70� with k1=k2=k3=k4=k.

Tkk,kk = − 2� �Ukk�2k��2

�2k + 2�k
+

�Vkk,�2k��2

�2k − 2�k
+ 4

�Vk0,k�2

�0
� .

�86�

The U and V coefficients can be obtained directly from Eqs.
�60� and �61�, respectively. For the sake of brevity, it is use-
ful to keep the result for Tkk,kk in general form with no Nk
spin-wave tensor components folded in. Development of the
explicit Nk form leads to a rather complicated and tedious
expression with little additional physical content.

It is useful to keep in mind that the above nonlinear
frequency-shift equations are in general form and can be ap-
plied to any sort of sample with ellipsoidal shape or uniaxial
anisotropy, for example, as long as the plane-wave form for
the dynamic magnetization self-fields embodied in Eq. �26�
applies. In the rest of this section, these expressions will be
used for a specific case of a thin isotropic magnetic film with
a static field applied at some general angle with respect to the
film normal. This basic example is important for many prob-
lems of current interest in nonlinear magnetodynamics such
as spin momentum transfer and soliton dynamics, to name
two examples.

Some remarks are in order before specific results are de-
veloped for thin films. First, it is important to note that for
isotropic ellipsoidal samples saturated along a principal axis,
the Tkk,kk three-wave correction term will vanish in the
propagation limits with k either parallel or perpendicular to
the vector static magnetization. This result tracks back to the
spin-wave propagation angle dependence of the U and V
coefficients in Eq. �86� and to the Nxz,k and Nyz,k parameters
in the Dk expression in Eq. �31�. It turns out that these terms
all vanish in these parallel and perpendicular propagation
limits. Perhaps more importantly, note that the second square
bracket expression in Eq. �86� contains a ��2k−2�k� de-
nominator term. Keep in mind that this entire analysis is
based on the assumption that resonant three-wave processes
are not allowed and, more specifically, ��2k−2�k� is never
zero. It turns out that for some sample geometries and some
specific propagation directions and specific k values, �k ,k�
→2k three-wave processes may come into resonance. Both
of these effects will become evident from the thin-film ex-
ample developed below.

Turn now to the thin-film analysis in the Harte approxi-
mation, that is, in the limit of a very thin film for which the
variation in the dynamic magnetization across the film thick-
ness can be neglected. In this limit, any general spin-wave
wave vector k is now constrained to lay in the film plane.81

The full nonlinear analysis for film parameters outside of the
Harte limit is much more complicated. Here, one must deal
with a dynamic magnetization and associated fields that vary
across the film thickness, the normal magnetostatic modes
that come out of the full analysis, and so on. The work of
Livesey et al.,55 noted above, used this more general ap-
proach but only for the specific case of an in-plane magne-
tized film with an in-plane uniaxial anisotropy and for k
values along the field direction only. Even in these limits, the
analysis is fairly complicated. For the Harte limit considered
for this illustration of the theory, the equations simplify
greatly and the physics of the results are made clear. Note
that in a confined geometry the number of modes that can
interact resonantly through three- or four-wave process is
generally reduced. This reduction is due to the quantization
of the spin-wave dispersion. In the thin-film geometry con-
sidered here the confinement in one dimension still allows
for these nonlinear processes since the spectrum for the in-
plane wave-vector k is continuous.

Figure 4 shows the sample geometry. The thin isotropic
magnetic film has a thickness d. The film is magnetized to
saturation by a uniform static external field He that is applied
at an angle �H relative to the film normal. The static magne-
tization, taken as uniform over the film and equal to Ms, is
pulled out of the film plane and lies at an angle �M, as indi-
cated. The XYZ laboratory reference frame is defined so that
the Z axis lies along the film normal, and the He and Ms
vectors lie in the XZ plane. The xyz precessional frame is
defined so that the z-axis lines along Ms, the y axis lies along
Y, and the x axis is rotated out of the film plane and away
from X by the same angle �M that separates z and Z. The
general in-plane wave-vector k is taken to have a propaga-
tion angle �k relative to the X axis.

The components of the effective spin-wave tensor Nk for
the Harte limit with a Z-independent magnetization can be
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evaluated relatively easily. The simplest approach is to find
the exchange and dipole parts of the spatiotemporal self field
HM�r , t� from the starting equations in Sec. III, namely, Eqs.
�10�, �13�, and �14�. One then uses the Fourier expansion of
HM�r , t�, along with M�r , t�=�kMk�t�eik·r to identify the Nk
tensor components defined through Eq. �26�. There is one
caveat. Even in the case where M is Z-independent, HM will
still be Z dependent. In order to obtain the connection be-
tween M and HM in the form of Eq. �26�, one first has to
average HM�r , t� across the film thickness. This step is con-
sistent with the Hamiltonian formulation of the problem.
This is due to the fact that the overall approach starts with
expressions for the total energy that involves the spatial av-
erage of magnetization and all fields over the sample. A more
formal and more complicated approach through the use of
averaged Green’s function, as in Refs. 82 and 83, yields the
same exact results. Some straightforward but lengthy algebra
yields the isotropic thin-film Nk tensor components in simple
algebraic form.

Nxx,k = �exk
2 + gk cos2 �k cos2 �M + �1 − gk�sin2 �M ,

Nyy,k = �exk
2 + gk sin2 �k,

Nzz,k = �exk
2 + gk cos2 �k sin2 �M + �1 − gk�cos2 �M ,

Nxy,k = Nyx,k = gk sin �k cos �k cos �M ,

Nxz,k = Nzx,k = �gk cos2 �k − �1 − gk��sin �M cos �M ,

Nyz,k = Nzy,k = gk sin �k cos �k sin �M . �87�

Following Harte, gk=1− �1−e−kd� /kd defines a convenient
dipolar thin film function.81 For a given field angle and
4�Ms value, the magnetization angle �M is an implicit func-
tion of He, �H, and 4�Ms, through the static equilibrium
condition given in general form in Eq. �42�. For the thin-film
limit considered here, this condition carries over to a work-
ing equation of the form

He sin��M − �H� = 2�Ms sin 2�M . �88�

Consider first the linear response and the spin-wave disper-
sion. From the terms in Nk listed above, in combination with
Eq. �56�, one obtains a thin-film spin-wave frequency given
by

�k = ���H + �M�exk
2���H + �M�exk

2 + �MFk� . �89�

The �H frequency factor may be written as

�H = ���He cos��M − �H� − �M cos2 �M . �90�

The Fk function can be written in the form

Fk = gk + sin2 �M�1 − gk�1 + cos2 �k�

+
�Mgk�1 − gk�sin2 �k

�H + �M�exk
2 � . �91�

As a check, one can note that above �k result matches the
general Green’s function-based thin-film spin-wave disper-
sion result in Ref. 84 for arbitrary film thickness in the limit
of a z-independent magnetization. The standard uniform
mode FMR frequency for an isotropic thin film of infinite
extent, namely,

�0 = ��H��H + �M sin2 �M� �92�

also follows in the k=0 limit.

Turn now to the thin-film W̃kk,kk nonlinear frequency-
shift parameter. This parameter can be evaluated in a
straightforward way from Eqs. �84�–�92�. Note that the
uniform-mode FMR frequency �0 as well as the spin-wave

frequency �k plays a role in the general W̃kk,kk for nonzero
k. Even in the very thin-film limiting case considered here,

the W̃kk,kk for an arbitrary in-plane k vector is quite compli-
cated, and a general listing of formulas would serves no
overall purpose here. For purposes of discussion, selected
results as noted above are given in graphical form. For the
second example, namely, the nonlinear uniform-mode thin-
film response, some basic working equations are also given.

The specific in-plane film analysis for the first example is
for �H=�M =90° and a general in-plane wave-vector k. Fig-

ure 5 shows results for W̃kk,kk as a function of wave-number
film-thickness kd product for the two limiting case propaga-
tion directions with k oriented parallel ��k=0� and perpen-
dicular ��k=90°� to the in-plane static field, as indicated. The
control parameter here is the film thickness. Figure 6 then

shows the W̃kk,kk and Wkk,kk vs. kd response as a function of
�k. Keep in mind that the Tkk,kk three-wave term vanishes in
the �k=0 and �k=90° limits. This means that the curves in
Fig. 5 show no three-wave effects and the responses are de-

termined by the bare Wkk,kk coefficient only. The W̃kk,kk no-
tation is retained for consistency. The curves for the interme-
diate angles in Fig. 6 show explicitly the additional effect of

the three-wave Tkk,kk term in W̃kk,kk. Note that in the linear
problem, plots of spin-wave mode frequencies as a function
of kd show a universal response for kd�1 but manifest dif-
ferent dependences on thickness as kd approaches and ex-

FIG. 4. Isotropic thin-film geometry. One has a XYZ laboratory
frame coordinate system with Z along the film normal and a pre-
cession frame xyz coordinate system with the z along the static
equilibrium magnetization direction. The static external field He

and the static magnetization vector Ms are taken to be in the com-
mon XZ and xz planes at angles �H and �M, respectively, relative to
Z axis. The general quasi-plane wave spin-wave excitation in the
system is taken to have an in-plane wave vector k at an angle �k

relative to the X direction, as indicated
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ceeds unity. The nonlinear frequency-shift responses show
similar effects.

Consider first the W̃kk,kk vs kd plots in Fig. 5. These plots
were calculated for different film thicknesses �d�, as indi-
cated. The various curves show results for k vectors parallel
��k=0� and perpendicular ��k=90°� to the in-plane static
field He, as indicated by the inset diagrams. The solid and
dashed curve calculations were done for ��� /2�
=2.8 MHz /Oe, 4�Ms=10 kG, A=1.1�10−6 erg /cm, and
He=1.114 kOe. These are typical parameter values for per-
malloy. The selected He value corresponds to a small signal
limit FMR frequency of 10 GHz. The dotted curves are in the
nonexchange limit with A=0.

The W̃kk,kk�kd� plots in Fig. 5 show the somewhat com-
plicated nature of the nonlinear response, even for this spe-
cial case. From the two dotted curves for A=0, one can see
that there are common profiles that scale with the kd product,
with no change in the response for different thicknesses. For

kd�1 the W̃kk,kk values are negative and converge to a com-
mon value in the kd→0 limit. As kd increases, the �k=0 and
�k=90° curves for A=0 split for kd values in the range of

0.1–1 and then appear to turn over. In the kd�1 limit, these
curves converge to values indicated by the solid dots shown
between the dotted curves at the right-side edge of the plot.
The inclusion of exchange changes the profiles completely.
With exchange included, curves for the different thickness
films split off from the common A=0 one by one by one as
d is increased. All of the A�0 curves show abrupt down-
ward shifts for large kd values. Had these curves been plotted
versus k rather than kd, the whole ensemble of curves would
show a different perspective. The exchange free curves for
the different thicknesses would not show a common response
but would shift to higher and higher k values as the thickness
is decreased. This, combined with the split-off effect that
moves to the right as d increases, would make for a very
nonintuitive display.

One can make a qualitative connection between the
W̃kk,kk�kd� plots in Fig. 5 and the nonlinear magnetization
response based on the simple heuristic approach already
noted above. Recall that in this approach, the frequency-shift
coefficient is obtained from the change in the spin-wave fre-
quency if the Ms parameter in the linear dispersion equations
is replaced by the static magnetization component along the
internal field, taken here as Mz

s. From simple geometric con-
siderations one can see that any increase in the Mx,y trans-
verse dynamic magnetization components is accompanied by
a decrease in Mz

s. With the decrease in Mz
s from Ms expressed

in some appropriate way in terms of Mx,y, one can obtain
some frequency-shift parameter that is qualitatively akin to
W̃kk,kk.

In the spirit of the above, the fact that the W̃kk,kk for the
present example is negative in the kd→0 limit follows from
the relatively simple expression for the uniform-mode fre-
quency expression from Eq. �92� in the �H=�M =90° limit for
in-plane magnetized films. The Ms→Mz

s replacement in Eq.
�92� yields a nonlinear uniform-mode frequency �̃0 given by

����He�He+4�Mz
s�. From this, one can see immediately that

as the transverse dynamic magnetization increases and Mz
s

decreases, �̃0 will also decrease. This gives a negative
frequency-shift coefficient that is consistent with the nega-

tive value of W̃kk,kk at kd�1 in Fig. 5.
The heuristic approach also provides some qualitative un-

derstanding for intermediate kd values. As the kd increases,

the splitting in the W̃kk,kk response with an increase for �k
=0 �upper curves� and a decrease for �k=90° �lower curves�
is due to dipolar effects. The linear �k�k� response for �k
=0 corresponds to the well-known Damon-Eshbach �DE�
magnetostatic backward volume wave �MSBVW� disper-
sion. For MSBVW excitations, �k�k� drops down from the
uniform-mode frequency as k increases. For a larger and
larger transverse dynamic magnetization and a decreasing
Mz

s, there will be less of a drop and the net effect is nonlinear
frequency coefficient shifted toward positive values. The
situation is reversed for �k=90°. Here, one is dealing with
the DE magnetostatic surface wave excitations. For these,
the linear �k�k� increases with as k increases. As above, this
dipole effect is reduced as Mz

s and the nonlinear frequency
response coefficient decreases.

In the short wavelength high kd limit the response is
dominated by exchange interactions. In this case, the �k

FIG. 5. �Color online� The augmented W̃kk,kk nonlinear
frequency-shift coefficient for an in-plane magnetized thin film as a
function of the wave number—film thickness kd product for the two
limiting case propagation directions with k oriented parallel ��k

=0� and perpendicular ��k=90°� to the in-plane static field and for
different film thickness d, as indicated. The static field value corre-
sponds to a linear uniform-mode frequency of 10 GHz. The curves
labeled “no exchange” show results without exchange. The two dots
on the right-hand edge represent the limit values of the no exchange
curves for kd�1.

FIG. 6. �Color online� The augmented W̃kk,kk �solid lines� and
bare Wkk,kk �dotted lines� nonlinear frequency-shift coefficients for
an in-plane magnetized thin film as a function of the wave
number—film thickness kd product. Curves are shown for different
propagation angles �k, as indicated. The static field value corre-
sponds to the linear uniform-mode frequency of 10 GHz. The film
thickness is 5 nm. The vertical dashed lines denote kd values at
which the resonant three-wave processes are allowed
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spin-wave frequency can be approximated as �k�����He
+4�Mz

s�exk
2�. Based on the above described heuristic analy-

sis, one can see immediately that in this case �k decreases in
proportion to k2. This is the origin of the rapid downturn in
W̃kk,kk vs kd curves in Fig. 5 at large kd.

Turn now to the results as a function of propagation angle
in Fig. 6 and the specific effect of three-wave processes on
the nonlinear frequency-shift coefficient vs kd response. In
order to make these effects explicit, curves for both the full
W̃kk,kk �solid lines� and the bare Wkk,kk �dotted lines� coeffi-
cients are shown. The plots were calculated for a film thick-
ness of 5 nm and different �k propagation angles, as indi-
cated. The inset provides a reminder of the propagation
geometry. The calculations were done for the same material
parameters as those shown in Fig. 5. As noted above, the
three-wave Tkk,kk term vanishes for �k=0 and �k=90° so that

in these limits the W̃kk,kk and Wkk,kk coefficients are the
same. The vertical dashed lines denote the kd values at which

the W̃kk,kk vs kd responses diverge for intermediate propaga-
tion angles. This divergence effect will be discussed shortly.

Consider first the end limit W̃kk,kk and the bare Wkk,kk vs
kd curves for the intermediate angles. One can see that non-
linear shift vs kd responses change gradually and continually
as one moves from one end-limit propagation angle to the
other. When, however, the effects of the three-wave Tkk,kk

terms are included, as with the intermediate solid-line W̃kk,kk
curves, the response changes dramatically. The main effect is

in the dramatic divergences in the W̃kk,kk vs kd profiles noted
above. This divergence is a consequence of the resonant
three-wave processes that take place at particular k wave
vectors that are defined by the �kd ,�k� combinations indi-
cated from the curves. At these specific points, three-wave
process of the form �k ,k�→2k become resonant and the
��2k−2�k� denominator term in the Tkk,kk coefficient in Eq.
�86� goes to 0. Divergence effect shows, rather dramatically,
that one cannot leave out the U�3� three-wave process terms
in the Hamiltonian for spin-wave modes with k values near
these resonant points.

A brief remark about the accuracy of plots in Fig. 5 and 6
is in order here. Keep in mind that these curves were calcu-
lated in the Harte approximation with the dynamic magneti-
zation taken as uniform across the film thickness. This ap-
proximation has certain limitations. The nonexchange curves
in Fig. 5 can be considered approximately correct up to kd
�1 or so. This is especially critical for �k close to 90°. For
these angles and for kd�1 the dynamic magnetization across
the film thickness has a nonuniform surfacelike character,85

and the Harte approximation is not valid. However, once the
exchange interaction is included, the dynamic magnetization
profile becomes nearly constant even for relatively large kd
values. The nonlinear coefficient curves in Fig. 5 and 6 with
exchange included are therefore valid to a very good ap-
proximation over the range of kd values shown.

C. Nonlinear spin-wave frequency shift for the uniform
ferromagnetic resonance mode in thin films

Even these relatively simple examples for an in-plane

magnetized film shows the complexity of the W̃kk,kk re-

sponses for a general wave vector. Keep in mind that the
results shown above were also for a specific set of material
parameters, field values, and film thicknesses. In order to
provide better overall insight into the nonlinear properties, a
second example is included here. This example considers the

W̃kk,kk coefficient response in an even more simplified case
for the k=0 limit only. As noted above, this uniform-mode

nonlinear frequency-shift coefficient, W̃00,00, has applications
in nonlinear spin-wave dynamics phenomena that include
microwave magnetic envelope solitons and spin torque oscil-

lators, for example. For this example, the W̃00,00 coefficient
will denoted simply as a nonlinear coefficient N, in accord
with Eq. �80�. This is the standard nomenclature used in the
literature.

Consider first two special cases, the perpendicular-to-
plane �PTP� configuration with �H=�M =0, and the IP con-
figuration with �H=�M =90°. These are most common ex-
perimental configurations that have been treated theoretically
in numerous previous works. One can evaluate the N, that is,

W̃00,00, coefficient from the general response equations given
in Eqs. �84�–�86�. For the PTP configuration, one has

NPTP = �M . �93�

For the IP configuration one obtains

NIP = −
�M

8�0
2 �4�H + �M� �94�

with �H= ���He and �0=��H��H+�M�.
The NPTP coefficient in Eq. �93� corresponds to the well-

known result reported in several places.69,71,72 The NIP in the
form given in Eq. �94�, however, has not been reported pre-
viously. As already indicated, however, one must be cautious
in the detailed comparison of different results because any
specific nonlinear frequency-shift parameter will be tied
closely to the exact definition of the amplitude parameter
���2.

Table I present a tabulation of selected working expres-
sions that provide a means of comparison between previous
results and those from this work. Table I is limited to results
for the in-plane magnetized film nonlinear frequency-shift
coefficient NIP. Rows A, B, and C list previously reported
results. Row D corresponds to the result from Eq. �94�.
Along with each listed NIP coefficient, the applicable defini-
tion of the dynamic magnetization amplitude parameter ���2
is also given. The listed ���2 expressions are all cast in terms
of parameters and notation used in this work.

Details on the analyses that give the expressions in A, B,
and C can be found in the cited references. The approaches
that lead to the NIP expressions in A and B come from simple
heuristic considerations of the reduction in the longitudinal
static component of magnetization from the saturation mag-
netization Ms. Operationally, these frequency-shift expres-
sions are obtained though the substitution of the effective
amplitude reduced “static” magnetization in the z direction
for Ms in the spin-wave frequency expressions from the lin-
ear theory. The difference between A and B approaches is in
the definition of the amplitude parameter and in the treatment
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of the magnetization precession ellipticity. For A approach,
the amplitude parameter ���2 is defined through the Mz

s static
magnetization component along the internal field, and the
effect of the ellipticity of the spin precession, in a classical
view, is not taken into account. For B, the ���2 is defined
through the amplitude of in-plane dynamic magnetization
component, taken here as My max, and the ellipticity is
thereby included explicitly.

The result in C is from a nonlinear analysis by Slavin and
Tiberkevich done in a similar way to the present work with
summary results only given in Ref. 74. One can easily check
that the expressions in C match the results in D from this
work.

The accuracy of the various expressions in Table I can be
compared with exact results obtained from through direct
numerical integration of the torque equation of motion for
the dynamic magnetization in Eq. �1�. It is noteworthy that
such a comparison has never been provided, as far as authors
know. Details on the numerical procedure are given in the
Appendix. In brief, one numerically calculates the magneti-
zation free-precession traces for different initial amplitudes.
From these traces one obtains the frequency of the preces-
sion, �̃0. The traces can also be used to extract appropriate
���2 amplitude parameters from the definitions in Table I and
the expressions developed in earlier sections that connect c0
to the actual magnetization dynamics. From the initial slope
of the �̃0 vs ���2 response, one then gets the nonlinear
frequency-shift coefficient NIP.

Figure 7 shows the results of these comparisons. The
symbols show the NIP data obtained numerically. The lines
show computed curves from the expressions in Table I. The
labels for each pair of numerical and theoretical results
match the nomenclature of Table I. The calculations were
done for ��� /2�=2.8 MHz /Oe, 4�Ms=10 kG, and a static
field range that corresponds to linear frequency �0 /2� val-
ues from 1 to 100 GHz. Note that both axes are shown on a
logarithmic scale and that all NIP values are negative. The
negative frequency shifts are the physical consequence of the
basic FMR condition for an in-plane magnetized film, �0
=��H��H+�M�. Any increase in amplitude by whatever
model one chooses results in a decrease in Mz

s from Ms, a
corresponding drop in the effective value of �M, and a de-
crease in the FMR frequency. Note also that the apparent
differences between the actual NIP values obtained from the
different working equations are due to the different defini-
tions of the amplitude parameter. The only meaningful quan-
titative comparisons are for the pairs of analytical solid

curve and numerical point-by-point results for a single
model. That is the pairs of results indicated for A, B, C, and
D.

Consider first the A and B results. One can clearly see that
these analytical heuristic approaches, based only on the dy-
namic reduction in Mz

s from Ms, do not give a good match to
the exact numerical results except in the extreme high-
frequency and high-field limits. In the low-frequency limit,
moreover, the discrepancies between the exact numerical re-
sults and the analytical expressions are on the order of a
factor of 2. The fact that the discrepancy becomes smaller as
the frequency increases will be discussed shortly. In contrast,
the analytical results for C and D, as obtained from the full
nonlinear theory, can be seen to give a nearly perfect match
to the numerical results. This agreement provides a check
that the full nonlinear analysis formalism developed in this
work, albeit rather involved and algebraically complex, is �1�
correct and �2� comprises a valid approach for the analysis of
nonlinear spin-wave dynamics.

The inaccuracy of the heuristic approaches under A and B
comes from the fact that they both start from a purely linear
analysis with the nonlinearity folded in only through the re-
duction of the static component of the magnetization. This
approach cannot therefore, in principle, catch all complex
details of the nonlinear dynamics. The only case when the
heuristic approach gives the correct answer is in the circular
magnetization precession limit. This is the reason why the
accuracy of A and B results in Fig. 7 improves for high
frequencies. For these frequencies, where the static field is
large, the precession is closer and close to a purely circular

TABLE I. Summary of expressions from this and various other works for the uniform ferromagnetic
resonance-mode nonlinear frequency-shift parameter NIP for an in-plane magnetized thin film.

Approach
Frequency-shift
parameter NIP

Approach-specific
amplitude parameter ���2 Reference

A NIP=−
�M�H

2�0
1−Mz

s /Ms Ref. 86, Eq. 15

B NIP=−
�M�H

4�0
�1+

�H
2

�0
2 � �My max /Ms�2 /2 Ref. 69, Eq. 18

C NIP=−
�H�M

�0

�H+�M/4
�H+�M/2

�H+�M/2
2�0

�c0�2 Ref. 75, Eq. �3.29a�

D NIP=−
�M�H

8�0
2 �4�H+�M� �c0�2 This work, Eq. �94�

FIG. 7. �Color online� Uniform-mode nonlinear frequency-shift
parameter NIP for an in-plane magnetized thin film as a function of
the linear uniform mode frequency �0. The symbols denote exact
values obtained from numerical integration of magnetization torque
equation. The solid curves show analytical results based on the
expressions in Table I. The A, B, C, and D labels for each pair of
points and curves correspond to the approaches and expressions in
the A, B, C, and D rows of Table I, respectively.
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polarization response. These approaches also are valid for
the PTP magnetization configuration. In this case, �c0�2 is
analytically equal to 1−Mz

s /Ms. Unfortunately, much of the
literature uses this same approach for configurations other
than the PTP case. The present results show that this is not
correct.

The final item of discussion for this section concerns the
uniform-mode nonlinear frequency shift N��M� for an ob-
liquely magnetized isotropic thin film. This result can be cast
into the form

N��M� = �M

�H
2

8�0
4 ��M�3�H − �M�sin4 �M − 4�H�2�M

+ 3�H�sin2 �M + 8�H
2 � �95�

with �H and �0 given in Eq. �90� and �92�, respectively. The
equilibrium magnetization angle �M for a given field angle
�H is determined from the implicit expression in Eq. �88�.
Note that for the PTP and IP limits at �H=�M =0 and �H
=�M =90°, respectively, Eq. �95� reduces to appropriate lim-
its already given in Eqs. �93� and �94�. The accuracy of the
N��M� expression in Eq. �95� can be easily checked by com-
parison with exact numerical values, just as before.

Comparisons with the heuristic approach based on the
nonlinear magnetization Mz

s reduction effect only can be
done in a similar way, based on the published analyses in
Refs. 32 and 68, among others. The corresponding heuristic
N��M� result, cast in terms of the parameter definitions in this
work and now labeled as Nheu��M�, may be written in the
form

Nheu��M� =
�M�H

2�0

2 − �1 + �M/�H�tan2 �M

1 + �1 + �M/�H�tan2 �M
. �96�

Keep in mind that the companion amplitude parameter for
this frequency-shift function is given by ���2=1−Mz

s /Ms, as
in line A of Table I.

Figure 8 shows selected analytical and exact numerical
results for the nonlinear frequency shift N as a function of
magnetization angle �M. The symbols in both graphs show
values from numerical integration. The corresponding points
in the �a� and �b� graphs are a little different because of the
different definitions of the ���2 amplitude parameter. The
curves in graphs �a� and �b� show the analytical results for
N��M� and Nheu��M�, respectively. The calculations were
done for three values of �0 The labels in the graphs indicate
the applicable values of �0 /2� for the three selected cases,
namely, 1, 5, and 20 GHz. All of the calculations were done
for ��� /2�=2.8 MHz /Oe and 4�Ms=10 kG.

The results in graph �a� confirm, for the general oblique
magnetization case that the present analysis provides an ac-
curate representation of the nonlinear FMR response. One
can see, however, that the match up in graph �b� between the
exact N values and the heuristic analytical response is very
poor. This demonstrates, once again, that the simple heuristic
approach based on the reduction in Mz

s from Ms does not
provide an accurate model of the nonlinear response for
magnetization orientations away from the PTP configuration.
One can see that all the exact values and curves in both

graphs converge to a single value at N /2�=�M /2�
=28 GHz at �M =0. This is consistent with Eq. �93� and the
pure circularly polarized nature of the precession in this
limit.

Turn now to the actual N��M� and Nheu��M� responses in
Fig. 8. As the magnetization is gradually tilted from the film
normal and �M is increased, the N parameter decreases and
eventually becomes negative. This is in accord with physical
considerations for the IP in-plane configuration discussed
earlier. There exists therefore a magnetization angle, taken
here as �M0, at which the nonlinear frequency shift is zero.
The �M0 values in this particular example, determined from
the numerical data, are 9°, 19°, and 34°, for �0 /2�=1, 5,
and 20 GHz, respectively. Note that these �M0 values are the
same in both graphs �a� and �b�. Since the �M0 corresponds to
the situation when the nonlinear frequency does not depend
on the magnetization precession magnitude, this value can-
not, obviously, depend on the definition of the amplitude
parameter.

The results in Fig. 8�a� again confirm that the analytical
result obtained in this work, as given in Eq. �95�, match the
exact numerical results extremely well over the entire range
of magnetization angles. The heuristic result given in Eq.
�96� and shown in graph �b�, on the other hand, differs no-
ticeably from the exact response. It is also important to note
that the nonlinear frequency-shift coefficient N in this work
was obtained with the explicit inclusion of the three-wave
correction term in T00,00. This inclusion is critical. Without
this term, that is, with only the bare four-wave term N
=W00,00 taken alone, the shift parameter N is very far from
the exact result. This demonstrates again that the full nonlin-
ear analysis is required for the correct description of the non-
linear spin-wave dynamics.

VIII. SUMMARY

A systematic step-by-step development of nonlinear spin-
wave theory within the framework of a Hamiltonian formal-
ism has been presented. The Hamiltonian is cast in the form
of an expansion with terms up to fourth order in the canoni-

FIG. 8. �Color online� Uniform-mode nonlinear frequency-shift
coefficient N as a function of the magnetization angle �M with
respect to the film normal, as indicated in the inset. The symbols
denote results obtained from numerical integration of the magneti-
zation torque equation. The lines show analytical results from the
models given in text. The calculations were done for the static field
values that correspond to fixed uniform-mode linear frequency �0

values, as indicated. Graph �a� shows results based on theory pre-
sented in this paper. Graph �b� shows results based on the heuristic
nonlinear magnetization Ms

z reduction approach.
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cal spin-wave amplitudes. Analytic expansion coefficients
are given in a general form, for a general orientation of the
external field relative to the static magnetization direction
and a general spin-wave propagation direction. The general
working equations should be useful for the theoretical analy-
sis of a wide variety of problems in nonlinear magnetody-
namics in saturated magnetic systems.

In order to demonstrate the power of the theory, two spe-
cific examples have been provided. The first considers the
coupling coefficients for Suhl second-order instability pro-
cesses for a magnetically saturated sample in the form of an
ellipsoid of revolution. It is shown that the inclusion of three-
wave correction terms, not considered before, can signifi-
cantly modify the value of the spin-wave instability thresh-
old. In the second example, nonlinear spin-wave frequency-
shift formulae are developed for a thin-film geometry. In
particular, it is shown that a strict application of theory yield
analytical results for the uniform-mode nonlinear frequency-
shift coefficient that are in near perfect agreement with exact
results obtained by numerical methods. For completeness, it
is also shown that predictions based on simple heuristic con-
siderations of the decrease on the near-static value of the
saturation magnetization as the classical precession angle in-
creases gives frequency-shift parameters that can deviate sig-
nificantly from the exact response.
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APPENDIX

This appendix provides details on the determination of the
uniform-mode nonlinear frequency-shift coefficient N from
the numerical integration of torque equation. As follows
from Eq. �80�, one has to do two things. �1� One must deter-
mine the uniform-mode nonlinear eigenfrequency �̃0 from
the numerical solution to torque equation. �2� One must also
find the correct amplitude parameter ���2 for comparison of
the response with the specific model of interest. The appro-
priate nonlinear response coefficient N can be then obtained
as a slope of the numerically determined �̃0 vs ���2 curve. By
definition, the ���2=0 intercept defines the linear limit eigen-
frequency �0.

The problem geometry has been given in Fig. 1. The ef-
fective field for a uniformly magnetized thin film in the labo-
ratory XYZ frame consists of the sum of the vector static
external field and static demagnetizing field perpendicular to
the film plane. This field can be therefore written as Heff�t�
=He−4�MZ�t�Ẑ. The numerical integration of the torque
equation with an initial condition M�t=0�=M0 then yields
time dependence of the magnetization vector M�t� in XYZ
frame. With the knowledge of the static magnetization angle
�M, which can be obtained from the static equilibrium con-

dition, one can find the magnetization components Mx,y,z�t�
in the precessional xyz frame. Since there is no damping
included in the calculation, there is no transient response in
the M�t� dependence and the magnetization vector will un-
dergo a precession motion with an eigenfrequency �̃0 which
is, besides other simulation parameters, determined by the
precession magnitude. The frequency �̃0 can be then found
from the time traces of the transverse components Mx,y�t�.
Note that all calculations presented here were done for pre-
cession amplitudes for which the Mx,y�t� responses were
fairly sinusoidal and with well-defined frequencies.

The amplitude parameter ���2 is found from the dynamic
magnetization components Mx,y,z�t� in a straightforward way
that depends on definition of ���2 for the particular model of
interest. Consider, for example, the connection for the cur-
rent Hamiltonian theory, ���2= �c0�2. From Eqs. �4� and �5�,
one can obtain the complex spin-wave amplitude parameter
a0�t� as

a0�t� =
iMx�t� + My�t�
�Ms + Mz�t�

. �A1�

The circular uniform mode complex amplitude b0�t� is then
given by the inverse transform to Eq. �53�. This transforma-
tion yields the connection

b0�t� = u0a0�t� − v0a0
��t� . �A2�

Here, the u0 and v0 coefficients are evaluated in the k=0
limit from Eqs. �54� and �55�, respectively. Finally, one ob-
tains �c0�2 from the solution to the quadratic equation

45�V00,0�2 + �U000�2

9�0
2 ���c0�2�2 + �c0�2 − �b0�2 = 0. �A3�

This working equation follows from Eq. �66� with rapidly
oscillating terms such as c0

2�c0�2 neglected. As a practical
note, the coefficient of the quadratic �c0�4 term in Eq. �A3� is
relatively small. This means that one can also use the ap-
proximation �b0�2��c0�2 with no significant change in the fi-
nal result.

The numerical procedure to find the uniform-mode non-
linear frequency-shift coefficient N is as follows. Step 1. Nu-

FIG. 9. �Color online� The uniform-mode nonlinear frequency
�̃0 as a function of the amplitude parameter ���2 for an in-plane
magnetized thin film. The labels correspond to rows A–D in Table I.
The symbols denote results from numerical integration of the torque
equation of motion for the dynamic magnetization. The solid lines
show linear fits to the numerical results. The numerical response
was obtained for permalloy parameters. The in-plane static field of
12.7 Oe corresponds to a linear low amplitude limit uniform-mode
frequency of 1 GHz.
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merically integrate the torque equation of motion for a given
set of parameters. Step 2. Use the actual time traces of mag-
netization vector components in the precessional xyz frame
to obtain the uniform-mode precession eigenfrequency �̃0
along with value of the amplitude parameter ���2 for different
precession amplitude levels. Step 3. Take the nonlinear
frequency-shift coefficient N as the slope of the �̃0 vs ���2
response from the numerical values obtained in �1� and �2�.

Figure 9 shows an example of the �̃0 vs ���2 response
obtained for a permalloy thin film and the in-plane ��H
=�M =90°� field/magnetization configuration. The A through
D labels for the four �̃0 vs ���2 responses shown connect the
computed responses to the corresponding lines in Table I.

The linear response frequency of 1 GHz in the ���2→0 limit
corresponds to an in-plane static field of 12.7 Oe. The sym-
bols show numerical results obtained from the magnetization
time traces as described above. The lines show linear fits to
these points. The maximum value of the actual magnetiza-
tion precessional angle was about 30°.

One can see that nonlinear frequency-shift scales linearly
with the FMR amplitude ���2 parameter up to relatively large
precession angles. The slope of these responses gives, there-
fore, valid values of the nonlinear frequency-shift coefficient
N for the comparisons with the model calculations discussed
in the sections above.
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