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The dynamics of the two-dimensional spin-1
2 random transverse Ising model is studied by means of the

recurrence relations method. Both the autocorrelation functions and the corresponding spectral densities are
calculated in the cases that the exchange couplings or fields satisfy three typical distributions, respectively. For
the cases of Gaussian and double-Gaussian distribution, when the standard deviation of the random variable is
small, the dynamics of the system undergoes a crossover from a central-peak behavior to a collective-mode
one, the result is similar to that of the bimodal distribution. While the standard deviation is large enough, the
crossover disappears and the dynamics of the system shows a central-peak behavior or a disordered behavior.
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I. INTRODUCTION

The dynamical behavior of quantum spin systems has at-
tracted a great deal of attention in both theory and experi-
ment in the past decades.1 In particular, the transverse Ising
model �TIM� and the XY model have attracted considerable
interest.2 It is well known that the time-dependent correlation
function plays an important role in the study of the dynami-
cal properties of many-body systems. For one-dimensional
�1D� pure spin systems, the time-dependent correlation func-
tion �e.g., autocorrelation function� has been calculated
exactly,3–8 and it exhibits a Gaussian decay in the infinite
temperature limit,6,7 a power-law decay at zero
temperature,3,4 and an exponential behavior at 0�T�� �T is
the temperature of the system�.8 Besides, Niemeijer calcu-
lated the longitudinal correlation function exactly in the
high-temperature limit for the isotropic XY chain, and ob-
tained the function C�t�= �Si

z�t�Si
z�0��=J0�2Jt�2 /4, where Si

z

are spin operators, J0 is the zeroth order Bessel function, and
J is the nearest-neighbor exchange coupling energy.9 In the
low temperature case, C�t� of the 1D isotropic XY system
were obtained by Katsura with the two-time Green’s-
function method.10

Recently, the random quantum spin systems, in which the
exchange couplings Ji or the external fields Bi are random
variables, such as the 1D random transverse Ising model, XY
model, and Heisenberg model, have been paid considerable
attention.11–17 Florencio and Barreto studied the 1D random
TIM �RTIM� with bimodal distribution and found that the
dynamical behavior of the system undergoes a crossover
from a central-peak behavior onto a collective-mode
behavior.11 Then, this model with four-spin interactions was
investigated by Boechat, and it is shown that disorder in-
duces a crossover mentioned above as the concentration of
weaker bonds �or bond dilution� is enhanced.12 For the 1D
random XY model, Nunes found that the long-time dynami-
cal behavior is governed by the stronger couplings.13 Nunes
also investigated both the XY chain and XY ladder with
Ising interchain couplings in the presence of random fields,
and it is found that the dynamics is sensitive to the
percentage of disorder but not to the intensity of the field.14

Recently, we studied the effects of Gaussian distribution on

the dynamics of 1D RTIM and found that this system exhib-
its two crossovers when the standard deviation of random
exchange coupling or random external field is small, how-
ever, there is no crossover when the standard deviation is
large enough.15 We also investigated the 1D random trans-
verse XY model with double-Gaussian distribution and
found that the system undergoes a crossover.16 Considering
nearest-neighbor and next-nearest-neighbor interactions, the
central-peak behavior becomes more obvious and the
collective-mode behavior becomes weaker in the 1D
RTIM.17

All the systems above are one-dimensional. It is well
known, the two-dimensional �2D� quantum spin systems are
quite interesting from the viewpoint of theoretical research
and practical application. However, solving the 2D Ising
model exactly is very difficult.18 Although some works were
made aiming at the dynamics of the 2D pure transverse Ising
model19 in the high-temperature limit or zero-temperature
dynamics of the 2D Ising model with zero magnetic field,20

no unambiguous interpretation has been given on the 2D
RTIM. In this work, we shall focus on the time evolution of
this system in the high-temperature limit. Our main purpose
is to calculate both the autocorrelation function and the cor-
responding spectral densities in the presence of disorder. We
are also interested in the effects of the different disorder on
the dynamics.

This paper is organized as follows: in Sec. II, we
introduce the 2D RTIM and study the effects of bimodal
disorder on the dynamics. The results and discussions for the
Gaussian disorder and the double-Gaussian disorder are
given in Secs. III and IV, respectively. Section V is the
conclusion.

II. DYNAMICS OF THE BIMODAL DISTRIBUTION

Consider the two-dimensional Ising model on a square
lattice with n rows and n columns, and it is in an external
magnetic field along the z axis. The Hamiltonian of such
system can be described by
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H = −
1

2�
i=1

n

�
j=1

n

�Jij,ij+1�i,j
x �i,j+1

x + Jij,i+1j�i,j
x �i+1,j

x �

−
1

2�
i=1

n

�
j=1

n

Bi,j�i,j
z , �1�

where �i,j
� ��=x ,y ,z� is the Pauli matrice at site �i , j�, which

is the site of the ith row and the jth column on the square
lattice. Jij,i�j� and Bi,j are nearest-neighbor exchange cou-
plings and the transverse fields, respectively. In this work, we
consider the magnetic fields and the exchange couplings as
random variables.

It is well known that the dynamics of the 2D RTIM can be
studied by calculating the average spin autocorrelation func-
tion which can be defined as

C�t� = ��i,j
x �0��i,j

x �t�� , �2�

where �¯ � denotes an ensemble average followed by an
average over the random variable. We are also interest in the
spectral density ���� which is defined as the Fourier trans-
formation of the spin-correlation function,

���� = �
−�

+�

ei�tC�t�dt . �3�

It is useful to understand the dynamics of the system since
different dynamic behaviors exhibit distinct signatures de-
pend on ����. The spectral density can be also measured
directly by neutron-scattering experiment.

In order to calculate the spin autocorrelation function C�t�
and the spectral density ����, we use the method of recur-
rence relations which has been applied to a lot of dynamical
problems.11,15,21–23 Base on this method, C�t� is written as the
form of moment expansion

C�t� = �
k=0

�
�− 1�k

�2k�!
�2kt2k �4�

with

�2k =
1

Z
Tr �i,j

x �H,�H, . . . �H,�i,j
x �, . . .	
 , �5�

where �2k is the 2kth moment of C�t�. Supposing that the
first 18th moments have been calculated by Eq. �5�, we can
calculate the spin autocorrelation function by means of con-
structing the Padé approximant. In order to calculate ����,
we consider the time-dependent spin �i,j

x �t� which is ex-
panded in a d-dimensional Hilbert space S,

�i,j
x �t� = �

�=0

d−1

a��t�f�, �6�

where a��t� are time-dependent real functions and f� are
basic vectors spanning S. Set the zeroth basis vector
f0=�i,j

x �0�, the remaining f� satisfy the recurrence relation
�RRI�

f�+1 = iLf� + 	�f�−1, 0 
 � 
 d − 1, �7�

where Lf�= �H , f�	=Hf�− f�H, and the continued-fraction
coefficients 	�= �f� , f�� / �f�−1 , f�−1�, with 	0=1 and f−1=0,
where �f� , f��= �f�f�

†� is the inner product of the basis vec-
tors.

The a��t��’s satisfy the second recurrence relation

	�+1a�+1�t� = −
da��t�

dt
+ a�−1�t�, � � 0 �8�

with a−1�t��0. Using a0�z�=�0
�e−zta0�t�dt, where

a0�t�=C�t�, z=�+ i�, �
0, we can obtain the continued
fraction

a0�z� =
1

z +
	1

z +
	2

z + ¯

, �9�

which can be useful to calculate the spectral density, i.e.,

���� = lim
�→0

Re a0�z� .

We have obtained the first eight basis vectors. For the reason
that the basis vectors become very length with the incresing
of �, we just show the simple ones of them,

f1 = Bi,j�i,j
y ,

f2 = �	1 − Bi,j
2 ��i,j

x + Bi,jJi−1,j�i−1,j
x �i,j

z + Bi,jJi,j−1�i,j−1
x �i,j

z + Bi,jJi,j�i,j+1
x �i,j

z + Bi,jJi,j�i+1,j
x �i,j

z ,

f3 = − Bi,j�− 	1 − 	2 + Bi,j
2 + Ji,j−1

2 + Ji−1,j
2 + 2Ji,j

2 ��i,j
y − 2Bi,jJi,j−1Ji−1,j�i−1,j

x �i,j−1
x �i,j

y − 2Bi,jJi,jJi−1,j�i−1,j
x �i,j+1

x �i,j
y

− 2Bi,,jJi,j−1Ji,j�i,j+1
x �i,j−1

x �i,j
y − 2Bi,jJi−1,jJi,j�i−1,j

x �i+1,j
x �i,j

y − 2Bi,jJi,j−1Ji,j�i,j−1
x �i+1,j

x �i,j
y − 2Bi,jJi,j

2 �i,j+1
x �i+1,j

x �i,j
y

+ Bi−1,jBi,jJi−1,j�i−1,j
y �i,j

z + Bi,j−1Bi,jJi,j−1�i,j−1
y �i,j

z + Bi,jBi,j+1Ji,j�i,j+1
y �i,j

z + Bi,jBi+1,jJi,j�i+1,j
y �i,j

z .

The inner products of the basis vectors are acquired as follows:
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�f0, f0� = 1,

�f1, f1� = Bi,j ,

�f2, f2� = 	1
2 − 2	1Bi,j

2 + Bi,j
4 + Bi,j

2 Ji−1,j
2 + Bi,j

2 Ji,j−1
2 + 2Bi,j

2 Ji,j
2 ,

�f3, f3� = Bi−1,j
2 Bi,j

2 Ji−1,j
2 + Bi,j−1

2 Bi,j
2 Ji,j−1

2 + 4	1
2Bi,j

4 Ji−1,j
2 Ji,j−1

2 + 8	1	2Bi,j
4 Ji−1,j

2 Ji,j−1
2 + 4	2

2Bi,j
4 Ji−1,j

2 Ji,j−1
2 − 8	1Bi,j

6 Ji−1,j
2 Ji,j−1

2

− 8	2Bi,j
6 Ji−1,j

2 Ji,j−1
2 + 4Bi,j

8 Ji−1,j
2 Ji,j−1

2 − 8	1Bi,j
4 Ji−1,j

4 Ji,j−1
2 − 8	2Bi,j

4 Ji−1,j
4 Ji,j−1

2 + 8Bi,j
6 Ji−1,j

4 Ji,j−1
2 + 4Bi,j

4 Ji−1,j
6 Ji,j−1

2

− 8	1Bi,j
4 Ji−1,j

2 Ji,j−1
4 − 8	2Bi,j

4 Ji−1,j
2 Ji,j−1

4 + 8Bi,j
6 Ji−1,j

2 Ji,j−1
4 + 8Bi,j

4 Ji−1,j
4 Ji,j−1

4 + 4Bi,j
4 Ji−1,j

2 Ji,j−1
6 + Bi,j

2 Bi,j+1
2 Ji,j

2 + Bi,j
2 Bi+1,j

2 Ji,j
2

+ 8Bi,j
2 Ji−1,j

2 Ji,j
2 + 8Bi,j

2 Ji,j−1
2 Ji,j

2 − 16	1Bi,j
4 Ji−1,j

2 Ji,j−1
2 Ji,j

2 − 16	2Bi,j
4 Ji−1,j

2 Ji,j−1
2 Ji,j

2 + 16Bi,j
6 Ji−1,j

2 Ji,j−1
2 Ji,j

2 + 16Bi,j
4 Ji−1,j

2 Ji,j−1
2 Ji,j

2

+ 16Bi,j
4 Ji−1,j

2 Ji,j−1
4 Ji,j

2 + 4Bi,j
4 Ji,j

4 + 16Bi,j
4 Ji−1,j

2 Ji,j−1
2 Ji,j

4 .

Then, the first seven continued-fraction coefficients can be
obtained. However, because of the mathematical complexity,
only a finite number of 	� can be calculated. Thus it is nec-
essary to truncate a0�z� by introducing a terminating
function-Gaussian terminator.24,25

In this section, assume that the exchange couplings Jij,i�j�
and the transverse fields Bi,j are independent variables drawn
from the bimodal distribution

��Jij,i�j�� = p��Jij,i�j� − J1� + �1 − p���Jij,i�j� − J2� , �10�

��Bi,j� = q��Bi,j − B1� + �1 − q���Bi,j − B2� , �11�

respectively, where p �q� represents the probability of the
exchange coupling J1 �the field B1�, and 1− p �1−q� repre-
sents the probability of J2 �B2�, 0
 p
1.

Firstly, we consider the case that the exchange couplings
satisfy the bimodal distribution, Eq. �10�, while the external
fields are uniform, Bi,j =B=1, and set J1=1.0 and J2=0.4. In
this case, we can get nine basis vectors in the front. The first
nine recurrants for several values of p are shown in Fig. 1.
Then the numerical results of the spin autocorrelation func-
tion C�t� and corresponding spectral densities ���� are cal-
culated and shown in Fig. 2.

From Fig. 2, we can see that there are two types of dy-
namic behavior which changed with different values of p: the
collective-mode behavior and central-peak behavior. When
p=0 or 0.25, C�t� shows an oscillatory behavior which is a
typical of collective mode while the exchange coupling is
weaker than the transverse field, in this case the system is
dominated by the transverse field. The cases p=0.5 and 0.75
show the appearance of the central-peak behavior and strong
suppression of the collective-mode-type dynamics. As p in-
creases further, the central-peak behavior becomes more ob-
vious, and at p=1, C�t� shows monotonically decreasing be-
cause the spin interactions are stronger than the fields and the
system is dominated by the exchange coupling. The corre-
sponding frequency of the maximum magnitude in ����
changes from �=1 onto �=0. It is obvious that there is a
crossover from collective-mode behavior onto the central-
peak one as p increases.

Consider now the other case that the transverse fields Bi,j
satisfy the bimodal distribution, and the exchange couplings
are constants �Jij,i�j�=J=1.0�. In this distribution let the val-
ues B1=0.6 �q=1� and B2=1.6 �q=0�, we can get the spin
autocorrelation functions and the spectral densities which are
plotted in Fig. 3. In that case of q=0, the autocorrelation
function displays an oscillatory behavior and the center fre-
quency of ���� approaches 1. C�t� shows a decay of the
collective mode excitation when q=0.25. For the q=0.75 and
1.0 cases, C�t� decay monotonically and the corresponding
frequencies of the maximum magnitude of ���� are at �
=0, the collective-mode-type dynamics is replaced by a
central-peak behavior. However, in the disordered case such
as q=0.5, the dynamics of the system cannot be singly de-
scribed by either behavior. We can observe that there is a
crossover from a collective-mode behavior �q=0,B2
J� to a
central-peak behavior �q=1,B1�J�.

In a word, the system undergoes a crossover from central-
peak behavior to a collective-mode behavior as J /B de-
crease. When the transverse field B is large �B
J�, the sys-
tem behaves like free spins precessing about the external
field. The faint exchange coupling causes a damping of the

FIG. 1. �Color online� Recurrants for the random Ising model in
two dimensions: the exchange couplings Jij,i�j� satisfy the bimodal
distribution in which J1=1 and J2=0.4 with the probability p and
�1− p�, respectively. The transverse fields Bi,j =B=1.
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precessing spins and the dynamics exhibits collective-mode
behavior. While B�J, the system is dominated by the spin-
spin interactions, therefore the collective-mode disappears,
and the system exhibits a central-peak behavior. The regions
where the effects of disorder are being considered in the
phase diagram of the pure 2D TIM in Fig. 4. The dashed line
corresponds to the critical transverse field of the classical 2D
Ising model for the phase transition between the ferromag-
netic �Ferro� and the paramagnetic �Para� in the low-
temperature region.27 The dotted line �kTC /J=2.27� corre-
sponds to the critical temperature of the classical 2D Ising
model.18 The open circle �BC /J=3.046� corresponds to the
quantum critical point of the pure system.26 In the high-
temperature �T
TC� region, the dynamics of the system is
dominated by the competition between the spin-spin interac-
tion J and the external field B. From the result of the present
system, we can see that the dynamical behavior is similar to
that of the 1D RTIM studied by Florencio and Barreto.11 The
behavior can be understood form Ref. 7 that the Hilbert

space of � j
x for the 1D TIM and �i,j

x for the 2D TIM have the
same geometric structure. Beside, in the high-temperature
limit, the system is in paramagnetic phase, the dynamical
behavior will not be affected by phase transitions.

III. GAUSSIAN DISTRIBUTION

In the following, we consider the case in which the ex-
change couplings or the transverse fields satisfy the Gaussian
distribution

���i,j� =
1


2���

exp�−
��i,j − ��2

2��
2 � , �12�

where � and �� are the mean value and the standard devia-
tion of �i,j, respectively.

For the case that the exchange couplings Jij,i�j� satisfy Eq.
�12� whereas the transverse fields Bi,j remain unaltered �Bi,j
=B=1�. Without loss of generality, taking the mean value of

FIG. 2. �Color online� Autocorrelation functions and the spectral densities for the same parameters in Fig. 1. The system undergoes a
crossover from collective-mode behavior to a central-peak one as the probability p varies from 0 �Jij,i�j��B� to 1�Jij,i�j�
B�.

FIG. 3. �Color online� Autocorrelation functions and spectral densities for the case that the random fields satisfy the bimodal distribution
while Jij,i�j�=1. The system in a random fields Bi,j, which can take the values of 0.6 and 1.6 with the probabilities q and 1−q. The system
exhibits a crossover as q is raised from 0 to 1.
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the exchange couplings J=0, 0.5, 1.0, 1.5, and 2, and the
standard deviation �J=0.3, 1.0, 2.0, and 3.0, respectively,
C�t� and ���� are calculated by the recurrence relations
method and the numerical results are shown in Figs. 5 and 6,
respectively. The insets of Fig. 6 present the first nine
continued-fraction coefficients 	� ��=1,2 , . . . ,9�.

Figure 5�a� shows that when the value of �J is small �e.g.,
�J=0.3�, there are two types of dynamics: the collective-
mode behavior and the central-peak behavior. When J=0,
C�t� is a slightly damped cosine function. In this case, the
system behaves as independent free spins precessing about
the external field. In the case of J=0.5, the system exhibits
collective mode. Such behavior becomes weaker as the mean
value J increases further. When J=2, the dynamics shows a
central-peak behavior. In addition, the collective-mode be-
havior becomes weaker as the standard deviation �J in-
creases �see Figs. 5�b� and 5�c�	. When �J is large enough
�e.g., �J=3.0� �see Fig. 5�d�	, the dynamics of the system is
dominated by the spin-spin interactions and shows a central-
peak behavior. The corresponding spectral densities in Fig. 6
make these different dynamics becoming more evident.

Next, consider another case in which the transverse fields
Bi,j satisfy the Gaussian distribution while the exchange cou-
plings remain uniform �Jij,i�j�=J=1�. Let the mean value B
take 0, 0.5, 1.0, 1.5, and 2, and the standard deviations �B
take 0.3 and 3.0, respectively. The numerical results of C�t�
and ���� are plotted in Fig. 7. When �B=0.3, we can see
that there is a crossover as the mean value B increases �see
Fig. 7, �a1� and �a2�	. When �B=3.0, the crossover vanishes.

FIG. 4. �Color online� Phase diagram �T /J ,B /J� of the pure 2D
TIM. The dashed line corresponds to the critical transverse field of
the classical 2D Ising model for the phase transition between the
ferromagnetic �Ferro� and the paramagnetic �Para� in the low-
temperature region. The regions I, II, and III correspond to three-
dimensional, crossover and two-dimensional Ising behavior, respec-
tively �Ref. 27�. The dotted line �kTC /J=2.27� corresponds to the
critical temperature �Ref. 18� and the open circle corresponds to the
quantum critical point �Ref. 26�. In the high-temperature region
�T
TC�, the system exhibits the central-peak behavior and the
collective-mode one when B /J�1 and B /J
1, respectively. How-
ever, when B /J�1, the system shows a disorder behavior.

FIG. 5. �Color online� Spin autocorrelation functions for the case that the exchange couplings satisfy the Gaussian distribution and the
fields are constant. The main plot shows C�t� vs t for several different values of J. �J=0.3,1.0,2.0,3.0 for the curves depicted in �a�, �b�, �c�,
and �d�, respectively.
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FIG. 6. �Color online� The corresponding spectral densities for the same parameters as in Fig. 5. The insets present the recurrant
	���=1, . . . ,9�. As �J increases, the recurrants fall on a straight line. The crossover vanishes as the standard deviation increases gradually.

FIG. 7. �Color online� Autocorrelation functions and the corresponding spectral densities for �B=0.3 and �B=3.0. The system exhibits
a crossover when �B is small ��a1� and �a2�	. However, when �B is large enough ��b1� and �b2�	, only a disordered behavior is found.
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The system displays a disordered behavior which is a type of
dynamical behavior between a collective-mode behavior and
a central-peak one. The physical interpretation of the disor-
dered behavior is that the large magnetic fields drive the spin
orientation of the system to be disordered. By comparing the
above results with that of 1D RTIM,15 we find that the
central-peak behavior is more obvious.

IV. DOUBLE-GAUSSIAN DISTRIBUTION

Now, we consider a general distribution, namely, double-
Gaussian distribution defined by

���i,j� = p�1��i,j� + �1 − p��2��i,j� , �13�

where �1��i,j� and �2��i,j� with probabilities p and 1− p, re-
spectively, are Gaussian distributions �i.e., Eq. �12�	, in
which the mean value � of the �1��i,j� is different from the
�2��i,j�. This distribution can be used to describe a continu-
ous distribution and a discrete one. Both bimodal and Gauss-
ian distributions are the particular cases of the double-
Gaussian distribution. Typically, when the standard deviation
��→0, the double-Gaussian distribution becomes a bimodal
distribution. While p=1 or p=0, this distribution becomes
Gaussian distribution.

FIG. 8. �Color online� The recurrants, autocorrelation functions, and corresponding spectral densities for that the exchange couplings
satisfy the double-Gaussian distribution and the external fields are constant. The results correspond to J1=1.0 and J2=0.4.

FIG. 9. �Color online� The recurrants, autocorrelation functions, and spectral densities for that the random-field satisfies the double-
Gaussian distribution while Jij,i�j�=1. The results correspond to B1=1.8 and B2=0.2.
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In the following, we discuss the case that the exchange
couplings Jij,i�j� satisfy the double-Gaussian distribution
while the transverse fields Bi,j are constants �Bi,j =B=1�. Let
the mean values of the exchange couplings in the distribution
take J1=1.0 and J2=0.4. For the typical cases that the stan-
dard deviations �J take 0.3 and 2.0, the corresponding results
of C�t� and ���� are shown in Fig. 8. It indicates that when
�J=0.3, the system undergoes a crossover from a collective-
mode behavior to a central-peak one as the concentration p
increases. When �J is large enough ��J=2.0�, the system
only shows a central-peak behavior.

Consider another case that Bi,j satisfy the double-
Gaussian distribution while Jij,i�j�=J=1. Let the mean values
of the fields take the values B1=1.8 and B2=0.2. The recur-
rants, autocorrelation functions and spectral densities for
both cases of �B=0.3 and 3.0 are shown in Fig. 9. We also
can see that there is a crossover mentioned above when �B is
small ��B=0.3�. However, when �B=3.0 �see Fig. 9, �b2�
and �b3�	, the system only shows a most disordered state.

V. CONCLUSIONS

In this paper, we have investigated the dynamics of the
2D RTIM at high-temperature limit by recurrence relations

method. We have calculated the autocorrelation functions
and corresponding spectral densities for the cases that the
exchange couplings or the magnetic fields satisfy three typi-
cal distributions, respectively. It is found that the dynamics
of the system is affected by the competition between the
spin-spin interactions and the external fields, not by the dis-
ordered distribution. Generally speaking, when �J or �B is
small, the system undergoes a crossover from central-peak
behavior to a collective-mode behavior as J /B decrease.
However, when the large �J or �B, the system exhibits a
central-peak behavior or a disordered behavior, respectively.
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