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We calculate the electrical conductivity of water for ultrahigh pressures up to 80 Mbar and temperatures up
to 130 000 K as relevant for planetary physics by using ab initio molecular-dynamics simulations. The elec-
tron system is treated within density-functional theory and the electronic conductivity is obtained from an
evaluation of the Kubo-Greenwood formula. The ionic conductivity is determined via diffusion coefficients.
Our calculations reproduce most of the available experimental conductivity data within the error bars while the
conductivity plateau measured by Mitchell and Nellis cannot be reproduced. At high densities a pressure-
induced nonmetal-to-metal transition is predicted within the superionic phase. Furthermore, we study the
influence of exchange and correlations on the electronic conductivity in more detail by applying a standard
generalized gradient approximation and a hybrid functional as well that includes screened Fock exchange. The
latter treatment yields a larger band gap and thus more reliable electrical conductivities, especially in the region
of the nonmetal-to-metal transition. These results are relevant as input for future interior and dynamo models
of giant, water-rich planets.
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I. INTRODUCTION

Charge transport in water at ambient conditions qualita-
tively operates via protons hopping from H3O+ ions to H2O
molecules �or analogous from H2O molecules to OH− ions�
along hydrogen-bonded chains, the well-known Grotthuss
mechanism.1 Quantitatively, the conductivity has been mea-
sured with high accuracy for pressures up to 100 kbar and
temperatures up to 1000 °C.2 Measurements for higher pres-
sures and temperatures were performed with shock-wave
experiments3–6 which usually have larger error bars. The
conductivity increases strongly with pressure and tempera-
ture up to values of about 200 /� cm.5,6 Protons are still the
dominant charge carriers in this domain which stem from
dissociation of water molecules.7,8 Ab initio computer simu-
lations have predicted that water is fully dissociated above
5000 K �Refs. 9 and 10� in the fluid phase, and that a supe-
rionic phase occurs at high pressures.11–15 This exotic phase
consists of a solid bcc oxygen lattice while the protons are
mobile and enable a high electrical conductivity. The mea-
surement of a new triple point along the ice VII melting
curve probably marks the transition to superionic water al-
though this issue is still under discussion.14,16–20

In addition to the protonic conductivity, also electronic
conductivity emerges at high pressures, as reflectivity mea-
surements up to several megabar along Hugoniot curves21,22

indicate. Theoretical approaches9,13 were developed to treat
the effects of dissociation and ionization on the conductivity
of water. These results show signs of a complex behavior of
the electronic conductivity that becomes relevant above 4000
K in the fluid phase but that is suppressed in the superionic
phase.

In this paper, we apply ab initio molecular-dynamics
�MD� simulations in order to calculate diffusion coefficients
and electrical conductivity data up to extreme pressures of 80
Mbar and temperatures of 130 000 K. This method includes
a quantum-statistical treatment of the electron system by us-

ing finite-temperature density-functional theory �FT-DFT�
that takes into account thermal excitations of the electrons.
Such an approach has been successful in treating matter un-
der extreme conditions such as shocked deuterium23 and
carbon24 with high accuracy. Recently, the method was used
to study properties of shocked hydrocarbon polymers,25 dem-
onstrating its applicability also to complex materials.

We have applied this method to calculate the equation of
state �EOS� data and the phase diagram of water up to such
ultrahigh pressures15 which are not yet accessible with cur-
rent dynamic compression techniques but are nevertheless
relevant for astrophysics.26,27 This EOS data as well as the
electrical conductivity are of paramount importance in order
to model the interior28–32 and the magnetic field structure33,34

of giant planets, especially for Uranus and Neptune which
probably contain large fractions of water. Recently we could
show that the predictions of respective dynamo models33,34

for both planets are in striking agreement with interior
models35 that are based on ab initio data.15,36,37 Another in-
teresting application of high-pressure water data is the mod-
eling of water-rich extra-solar giant planets, such as GJ
436b,38 which will also be detected within the CoRoT and
Kepler missions. Finally, the cores of Jupiter and Saturn are
expected to consist largely of heavier elements, among them
water. To determine the thermodynamic state and its conduc-
tivity for such extreme conditions of several 10 Mbar and
temperatures of several 103 K is a great challenge to high-
pressure physics.

Our paper is organized as follows: details of the ab initio
simulation technique are given in Sec. II. The ionic conduc-
tivity is derived from the ion diffusion coefficients via a gen-
eralized Einstein formula as outlined in Sec. III. Results for
the electronic conductivity, which is obtained by evaluating
the Kubo-Greenwood formula, are presented in Sec. IV. The
total conductivity as well as a comparison with experimental
data, is given in Sec. V, followed by conclusions. Good
agreement of our ab initio results with available experimen-
tal conductivity data is found.
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In our electronic conductivity calculations, we pay special
attention to the band gap, that constitutes a fundamental
challenge for density-functional theory because the gap is
typically underestimated. This problem can be tackled, e.g.,
with hybrid functionals that contain nonlocal Fock exchange,
like that from Heyd, Scuseria, and Ernzerhof �HSE�.39,40 We
study the impact of the HSE functional on the electrical con-
ductivity, especially in the superionic phase and in the region
of the nonmetal-to-metal transition at ultrahigh pressures.

II. AB INITIO SIMULATIONS

Our electrical conductivity calculations are based on FT-
DFT-MD simulations in the Born-Oppenheimer approxima-
tion which are performed with the Vienna ab initio simula-
tion package �VASP� 4.6.28 and 5.2.2.41–45 Hereby the ions
are propagated via a classical molecular-dynamics algorithm
by forces that are derived from the FT-DFT �Refs. 46–48�
treatment of the electron system at each time step. Periodic
boundary conditions are employed and the electronic wave
functions are expanded in a plane-wave basis set. Projector-
augmented wave �PAW� potentials44,49 provided with VASP

are used for the electron-ion interaction. In all FT-DFT-MD
simulations, the exchange-correlation functional is evaluated
in the generalized gradient approximation of Perdew, Burke,
and Ernzerhof �PBE�.50

For the ionic conductivity we employ the model of Matts-
son and Desjarlais13 which requires the computation of the
diffusion coefficients �obtained through the mean-square dis-
placement method� of both ion species as well as the fraction
of protons bound to oxygen ions. The present calculations
generally use the same simulation parameters �54 molecules
and the standard VASP PAW pseudopotentials which treat six
electrons per oxygen ion and one per hydrogen self-
consistently within the FT-DFT and a plane-wave cutoff of
900 eV� which have produced well-converged results in ear-
lier simulations13,15 �labeled there as quantum molecular dy-
namics instead of FT-DFT-MD�.

The electronic conductivity is directly calculated from the
FT-DFT eigenvalues and wave functions via the Kubo-
Greenwood formula.51,52 In many calculations we observed
that it is necessary to employ an all electron PAW core po-
tential for oxygen to obtain fully converged electronic con-
ductivities throughout the density and temperature regime
considered here. Extensive convergence tests with respect to
k-point sampling and particle numbers are also made. In ad-
dition, several electronic conductivity calculations are car-
ried out with the HSE hybrid functional39,40 which yields
larger electronic band gaps53,54 compared with the PBE func-
tional.

III. IONIC CONDUCTIVITY

A. Generalized Einstein formula

Under ambient conditions only 10−7 mol / l of charge car-
rying OH− and H3O+ ions exist in water which cause an
electrical conductivity55 of 5.5�10−7 /� cm through protons
diffusing via the Grotthuss mechanism.1 At high pressures
and temperatures, the lifetime of associated species such as

H2O, OH−, and H3O+ is significantly reduced7–9,12,13 which
leads to an increased conductivity. Mattsson and Desjarlais13

have proposed a model to calculate the proton conductivity
from FT-DFT-MD simulations that accounts for the Grot-
thuss mechanism but that does not require a detailed analysis
of the molecular and ionic aggregates involved. The respec-
tive expression

�p =
e2np

kBT
�Dp − �DO� , �1�

is a generalized Einstein formula where +e is the proton
charge �see Appendix A for additional information�, np is the
number of protons per volume, and kBT is the thermal en-
ergy. Dp and DO are the diffusion coefficients of protons and
oxygen nuclei, and � is the fraction of protons bound to O2−

ions. The minus sign in Eq. �1� arises from the formation of
associated species from protons and O2− ions which do not
contribute to the conductivity. For instance, when all protons
and oxygen ions form water molecules ��=1�, both ion spe-
cies have the same diffusion coefficients and no proton con-
ductivity occurs. Dissociation is accompanied by a nonzero
difference in the diffusion coefficients of both ion species
and a reduction in �. Equation �1� is also valid in the supe-
rionic phase where no oxygen diffusion takes place.

When the dissociation of water molecules is strong, mo-
bile oxygen ions also add to the ionic conductivity similar as
in a molten salt. However, their contribution is negligible
compared to the proton conductivity and will not be consid-
ered any further, see Appendix B for details.

B. Ion diffusion coefficients

The ion diffusion coefficients are calculated from FT-
DFT-MD simulation runs in the canonical ensemble where
the temperature is controlled by a Nosé thermostat56 for tem-
peratures between 1000 and 24 000 K and densities ranging
from 1 up to 13 g /cm3. Additional simulations with tem-
peratures up to 130 000 K were run within a narrow density
regime between 3 and 4 g /cm3, which corresponds to states
along the principal Hugoniot curve. Equilibrated simulation
runs which have served to calculate EOS data before15 were
continued for additional 4–8 ps. Then the diffusion coeffi-
cients of both ion species were calculated via the mean-
square displacement method. Several other simulation runs
were performed in the microcanonical ensemble to check if
the Nosé thermostat has an influence on the diffusion coef-
ficients, this was not the case. The simulation boxes con-
tained 54 oxygen ions and 108 protons in most cases. For
temperatures higher than 50 000 K we used 16 oxygen ions
and 32 protons, respectively. The time steps varied between
0.2 and 0.5 fs depending on the location in the density-
temperature plane. The standard PAW potentials from VASP

together with a plane-wave cutoff of 900 eV were used and
the electronic wave functions were calculated at the � point.
We have shown earlier that these parameters produce well-
converged simulations runs.13,15

The proton diffusion coefficient is displayed in Fig. 1. It
increases with the temperature and decreases with the den-
sity. Surprisingly, there is no sign that the phase transition
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between the fluid and the superionic phase influences the
proton diffusion coefficient. We believe that the reason for
this smooth behavior is that the large vibrational amplitude
of the oxygen ions on their lattice sites creates oxygen ion
configurations of low symmetry, similar to a fluid, for the
short times that protons need to pass. We estimate the statis-
tical error in the proton diffusion coefficient to be less than
10%.

The oxygen diffusion coefficient also shows a systematic
increase with the temperature as well as a decrease with the
density until it vanishes in the superionic phase. It is lower
than the proton diffusion coefficient for all parameters con-
sidered here. The statistical error is estimated to be less than
20%, Fig. 2.

C. Fraction of protons bound to oxygens

The number of protons bound to oxygen ions can be es-
timated easily in the largely molecular regime for tempera-
tures below about 2000 K. By matching each proton to its
nearest oxygen neighbor8 one obtains a distribution of oxy-
gen ions with one, two, or three protons associated with it
which can be identified as OH−, H2O, and H3O+ �although
not carried out in this work, the charges can be deduced, e.g.,

from a Wannier center analysis8,13 but not from sole geomet-
ric ion arrangements�. There is one OH− ion for each H3O+

ion which is consistent with global charge neutrality. The
present calculations reproduce the earlier findings of Schwe-
gler et al.8 well. For each OH− or H3O+ ion one proton can
contribute to the conductivity via the Grotthuss mechanism,
all other protons are bound. The fraction of bound protons is
therefore �=1− �NOH− +NH3O+� /Np,total, where Ni are the par-
ticle numbers of the respective species.

However, such a simple geometric approach is not appli-
cable at higher temperatures where more and more protons
become free until all molecules are completely dissociated.
At that point, also mobile protons which happen to pass close
to a particular oxygen ion are counted as bound to it. As a
consequence, in hot disordered systems this method becomes
unreliable as it reports oxygen ions having zero or more than
three associated protons.

A possible solution to this problem is to define a critical
radius rc around an oxygen ion in which a proton has to stay
for a certain time interval tc to be counted as bound.9,12,13

However, this procedure introduces two free parameters �ra-
dius rc and time interval tc� which have to be chosen by
intuition and on which the results depend.

Here we use an alternative procedure which inverts the
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FIG. 1. �Color� Proton diffusion coefficient up to 13 g /cm3.
The dotted lines indicate the location of the phase transition be-
tween the plasma and the superionic phase �Ref. 15�.
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FIG. 2. �Color� Oxygen diffusion coefficient up to 13 g /cm3 in
the fluid phase.
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FIG. 3. �Color� Fraction of protons which participate in charge
transport in fluid water. The solid lines result from the geometric
approach while the dashed lines are obtained with the procedure
described in the text with �t=5 fs.

0 2 4 6 8 10 12 14
ρ [g/cm³]

10
0

10
1

10
2

σ p
[1

/Ω
cm

]

24000 K
16000 K
10000 K
8000 K
6000 K
4000 K
2000 K
1000 K

FIG. 4. �Color� Proton conductivity up to 15 g /cm3. The dotted
lines indicate the location of the phase transition between the
plasma and the superionic phase �Ref. 15�. The 1000 and 2000 K
lines end as soon as the insulating ice phases occur at higher
densities.
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problem and estimates the fraction of unbound protons in-
stead. For each proton we determine its nearest oxygen
neighbor at every time step. We assume that a proton which
changes its nearest oxygen neighbor is, for a certain time, in
an unbound state. Thus we attribute each proton as unbound
for a defined time interval �t before and after all events that
change its oxygen neighbor during the simulation. Summing
up the whole time that a proton is attributed unbound divided
by the total simulation time and averaging over all protons
gives the fraction of unbound protons 1−�. The time interval
�t is a parameter which we fit in such a manner that the
results are concordant with those obtained by the geometric
method �that was also used by Schwegler et al.8� at 1000 and
2000 K, which we find to work reliable in that regime. A
value of �t=5 fs yields the best coincidence. The fraction of
unbound protons is displayed in Fig. 3 for the fluid phase. It
increases systematically with temperature and density. In the
superionic phase the fraction of bound protons has no influ-
ence on the conductivity, see Eq. �1�, because the oxygen
ions are immobile �DO=0�. Although not shown in Fig. 3,
the number of bound protons decreases to zero at higher
densities.

D. Protonic conductivity results

The protonic conductivity, shown in Fig. 4, increases
strongly with the temperature until it levels off at about
200 /� cm. This behavior is caused by dissociation of water
molecules which lead to increased amounts of charge carri-
ers. The strong rise of the proton conductivity with the den-
sity is also due to dissociation. At higher densities where
water is strongly dissociated or superionic, the maximum and
the subsequent decrease in the conductivity is produced by
increasing proton densities and decreasing diffusion coeffi-
cients which partially compensate each other, see Eq. �1�.
There is no sign of a discontinuity at the phase boundary
between the fluid and the superionic phase. The uncertainty
in the conductivity data stems mainly from the proton diffu-
sion coefficient and amounts up to approximately 10% in
general. This error is larger especially for lower conductivity
values because of the small concentration of dissociated mol-
ecules in a simulation box containing about 100 particles.
Therefore, the difference between the diffusion coefficients
in Eq. �1� becomes small. To calculate proton conductivities
below 1 /� cm with this method, simulations with substan-
tially greater particle numbers have to be performed which is
beyond the computational capacity currently available. The
protonic conductivities reported here are in good agreement
with earlier calculations that reached up to 3 g /cm3 and
6000 K.11,13

IV. ELECTRONIC CONDUCTIVITY

A. Kubo-Greenwood formula

The real part of the electronic conductivity is calculated
via the Kubo-Greenwood formula51,52

�e��� =
2	e2

3m2�V
�
k

wk�
j=1

Nb

�
i=1

Nb

�

=1

3

�f�� j,k� − f��i,k��

� ��� j,k�p̂
��i,k��2��i,k − � j,k − ��� , �2�

where m is the electron mass, V the volume of the cubic

simulation cell, and � the frequency. The indices i and j run
over all Nb bands and sum the matrix elements57 of the Bloch
functions with the momentum operator weighted by the dif-
ference of the Fermi occupations f��i,k� of the bands. The 

sum averages over the three spatial directions. The integra-
tion over the first Brillouin zone is evaluated with a discrete
mesh of k points and their respective weights wk. Since all
bands have discrete eigenvalues, the  function has to be
broadened to a finite width; a Gaussian shape has proven to
be convenient.58 Then the limit �→0 is taken because only
the static �dc� part is of interest here. For each point in the
temperature and density plane, Eq. �2� is applied on FT-DFT
eigenvalues and eigenfunctions obtained from 10–30 differ-
ent ion configurations. The respective results are then aver-
aged. The ion configurations were taken from converged
simulation runs in thermodynamic equilibrium.15 Most of
these calculations were performed with 54 oxygen and 108
hydrogen ions, i.e., 54 molecules in the simulation box. Only
for the highest temperatures T�50 000 K we have used
smaller particle numbers �16 oxygen and 32 hydrogen ions�,
i.e., 16 molecules in the box. Convergence tests were also
done with higher particle numbers. The electronic conductiv-
ity calculations were carried out with an all electron PAW
core potential �converged conductivities are obtained with an
800 eV cutoff� for oxygen because the standard six electron
potential yielded up to 25% lower conductivities, especially
in the high-density regime. However, no thermal excitations
of the deeply bound �several 100 eV� 1s oxygen electrons
were observed.

B. Calculations with the PBE functional

First we evaluate the Kubo-Greenwood Eq. �2� with ei-
genvalues and eigenfunctions calculated with the PBE func-
tional. Several convergence tests regarding the number of k
points are carried out. In the fluid phase, the mean value
point �MVP� �Ref. 59� yields well-converged results. A 4
�4�4 mesh60 is employed in the superionic phase although
the results with the MVP are already feasible there. Tables I
and II contain results of convergence tests with respect to the
number of k points and the particle number. The required
number of k points increases with the density, especially in
the superionic phase. We attribute this effect to both a tran-
sition to metallic behavior and to a more pronounced influ-
ence of the band dispersion because of the larger first Bril-
louin zones. Calculations with higher particle numbers
generally require fewer k points to converge.

The results for the electronic conductivity calculated with
the PBE functional are displayed in Fig. 5. In the fluid phase
the conductivity increases with density and temperature
which is due to ionization processes. Interestingly, the tran-
sition to the superionic phase is accompanied by a reduction
in the electron density of states near the chemical potential of
the electrons �Fermi energy�. This leads to a drop in the
conductivity as was already found by Mattsson and
Desjarlais.13 This effect is particularly strong at 4000 K but
less pronounced at higher temperatures because of thermal
activation of electrons. With increasing density our calcula-
tions predict a strong increase of the conductivity in the su-
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perionic phase again and, eventually, a change from semi-
conducting ��e increases with T� to metallic ��e decreases
with T� behavior. This nonmetal-to-metal transition occurs
simultaneously with the proton rearrangement as observed
earlier in that region.15 The protons occupy ice X sites more
frequently at lower densities but reside more often at octahe-
dral sites in the high-density regime.

C. Calculations with the HSE functional

It is known that the PBE functional underestimates the
electronic band gap in most systems. In order to tackle this
problem, we apply the HSE hybrid functional39,40 when cal-
culating the Kohn-Sham eigenvalue spectrum. It replaces 1/4
of the DFT exchange with screened Fock exchange �screen-
ing parameter here: �=0.2 Å−1� and yields larger band gaps
than PBE. These are well in line with experiments for many
substances.53,61 All HSE calculations were performed with
VASP 5.2.2.

Since the overall performance of the MVP �Ref. 59� in the
PBE calculations is serviceable to excellent, we restricted all
HSE calculations �which are about 100 times more expen-
sive than PBE calculations� to that special k point. We com-
pared the conductivities calculated with both the HSE and
PBE functional at the MVP for several ion configurations
�three in the fluid and ten in the superionic phase� for each
density and temperature and derived a correction factor. In
general, the HSE functional shifts electronic states below the
chemical potential of the electrons to lower energies and

states above the chemical potential to higher energies. When
the band gap is closed the HSE functional reduces the den-
sity of states near the chemical potential compared with the
PBE values. Therefore, the HSE conductivities are always
smaller than the PBE conductivities but the difference de-
creases at the highest temperatures. For instance, at
130 000 K the correction factor is only �HSE /�PBE=0.9.
Figure 6 shows the correction factor for temperatures up to
24 000 K. In the fluid phase we find a temperature-
dependent factor of 0.5–0.7 which applies in the whole den-
sity range. In the low density, semiconducting superionic
phase the HSE conductivities are up to one magnitude lower
than the PBE values, i.e., the discontinuity of the electronic
conductivity from the fluid to the superionic phase becomes
more pronounced. This indicates clearly that electrons are
more strongly bound in the low-density superionic phase. As
soon as superionic water shows metallic behavior at higher
densities the difference between the HSE and the PBE con-
ductivities becomes smaller and reaches numbers that are
roughly comparable with those found in the fluid phase. Fur-
thermore, the conductivity isotherms in the very dense supe-
rionic phase gradually approach each other without signifi-
cant crossings.

V. RESULTS

A. Total electrical conductivity

The total conductivity consisting of the protonic and elec-
tronic conductivity �the latter including the correction factor

TABLE I. Comparison of the electronic conductivities calcu-
lated with the PBE functional and different k-point samplings at
several densities and temperatures in the fluid phase. N is the num-
ber of molecules.

T
�K�

�
�g /cm3� N k points

�e

�1 /� cm�

8000 3 54 � 980�100

8000 3 54 MVP 970�110

8000 3 54 3�3�3 1000�100

8000 3 128 MVP 1010�90

24000 1 54 � 530�40

24000 1 54 MVP 510�40

24000 1 54 3�3�3 500�40

24000 5 54 � 4700�400

24000 5 54 MVP 4700�300

24000 5 54 3�3�3 4700�300

24000 5 128 MVP 4800�300

24000 15 54 � 14500�900

24000 15 54 MVP 12800�700

24000 15 54 3�3�3 13000�800

24000 15 54 4�4�4 13000�700

100000 3.5 16 � 4440�150

100000 3.5 16 MVP 4270�120

100000 3.5 16 3�3�3 4150�100

100000 3.5 27 MVP 4000�200

TABLE II. Comparison of the electronic conductivities calcu-
lated with the PBE functional and different k-point samplings at
several densities and temperatures in the superionic phase. N is the
number of molecules.

T
�K�

�
�g /cm3� N k points

�e

�1 /� cm�

4000 3 54 � 5.3�1.3

4000 3 54 MVP 7.3�1.7

4000 3 54 3�3�3 6.9�1.3

4000 3 54 4�4�4 6.8�1.2

6000 5 54 � 110�20

6000 5 54 MVP 200�30

6000 5 54 3�3�3 210�30

6000 5 54 4�4�4 220�30

6000 5 128 MVP 210�40

6000 5 128 3�3�3 220�30

6000 13 54 � 3500�400

6000 13 54 MVP 7700�600

6000 13 54 3�3�3 9700�800

6000 13 54 4�4�4 9700�800

6000 13 128 MVP 7200�700

6000 13 128 3�3�3 9600�700

8000 9 54 � 970�80

8000 9 54 MVP 5100�500

8000 9 54 3�3�3 4300�300

8000 9 54 4�4�4 4400�300
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from the HSE functional� is plotted in Fig. 7. The error bars
in the very dense superionic phase were estimated to be ap-
proximately 30%, mainly because the determination of the
correction factor was based only on the MVP. The sharp
discontinuity in the electronic conductivity at the transition
from the fluid to the superionic phase is diminished by the
smooth protonic contribution. The total conductivity there-
fore drops only by a factor of about two between 4000 and
8000 K crossing the phase transition line. Nevertheless, this
discontinuity could be used to determine the transition to the
superionic phase in future shock-wave experiments. In the
fluid phase below 4000 K, the conductivity is mostly due to
protons while the electronic contribution dominates at higher
temperatures.

B. Electrical conductivity along the principal Hugoniot curve

The measurements of Hamann and Linton3 along the prin-
cipal Hugoniot curve of water show a strong increase in the
electrical conductivity over several orders of magnitude. The
experiments of Mitchell and Nellis4 indicate that this strong

increase levels off above 30 GPa at values of about
20 /� cm, see Fig. 8. In an earlier work, we have used our ab
initio EOS data to calculate the Hugoniot curve which agrees
with the experimental pressures, densities, and temperatures
very well.10 Figure 8 shows the total conductivities as calcu-
lated with the method described here along the Hugoniot
curve in comparison with the experimental data mentioned
above. While our results agree with the lower pressure data3

very well, we see no indication of a flattening as found by
Mitchell and Nellis.4 Our simulations show that only 10% of
the protons participate in the electrical conduction at 30 GPa
�see Fig. 3�, which was also observed by Goldman et al.9 in
their simulations. This explains why the theoretical protonic
conductivity continues to rise up to maximum values of
200–300 /� cm at yet higher pressures �green curve�. Fur-
thermore, our calculations predict that the electronic contri-
bution to the total conductivity becomes dominant above 60
GPa.

We find no explanation for a plateaulike structure as
Mitchell and Nellis4 have observed at about 30–60 GPa: both
contributions to the total conductivity are rising smoothly
with the pressure in that region. The ionic conductivities
given by Goldman et al.9 �red curve� are lower than ours
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FIG. 5. �Color� Electronic conductivity calculated with the PBE
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because they used an effective proton charge of +0.37e. We
have also verified that conductivities derived from Eq. �1�
show a much better convergence than those calculated via
the full ionic current-current correlation function that Gold-
man et al.9 have employed. The reason for this behavior is
that Eq. �1� contains only diffusion coefficients �contribu-
tions of autocorrelations� which are not susceptible to the
strong fluctuations that arise from the cross correlations of
the protons in the full current-current-correlation function.
Resolving the deviation between theory and experimental
data near 50 GPa will require further experimental as well as
theoretical efforts.

C. Comparison with reverberating shock-wave experiments

Reverberating shock waves yield an almost isentropic
compression which allows to probe the temperature region
below the principal Hugoniot where correlation effects are
stronger. Conductivity measurements employing reverberat-
ing shock waves5,6 found a saturation of the electrical con-
ductivity between 100 and 200 /� cm above 1 Mbar with
only protons as charge carriers.5 Inserting the densities given
by Chau et al.6 and the corrected temperatures reported
later21 into the phase diagram of water based on our recent
ab initio EOS data,15 one finds that the thermodynamic states
achieved in these quasi-isentropic compression experiments
are most probably located in the superionic phase.

We have performed additional calculations for the set of
these experimental parameters and compare our results with
the measured conductivities in Table III. The agreement is
very good, except for the point with the lowest temperature
which is very close to the phase transition line to ice VII. If
the density and temperature is varied within the experimental
error bars for that point, the calculated conductivity is also in
accordance with the experimental value. We conclude that
the theoretical conductivities are in very good agreement
with results of reverberating shock-wave experiments.5,6 Al-
though they did not describe it as such, these experiments
have most probably already probed the superionic water
phase.

VI. CONCLUSIONS

We have calculated the ion diffusion coefficients and the
electrical conductivity of water under extreme pressures with

ab initio molecular-dynamics simulations. Both the protonic
and electronic contributions are relevant and determined for
a wide range of densities and temperatures. Our results are in
good agreement with data from reverberating shock waves.
We have no explanation for the plateaulike behavior as ob-
served in Hugoniot experiments at 30–60 GPa but find a
smooth increase in the conductivity instead. Most interest-
ingly, our calculations predict a transition to metallic behav-
ior within the superionic phase of water at high densities.

We examine the influence of the exchange-correlation
functional �PBE vs the HSE hybrid functional� on the elec-
tronic conductivity. The respective correction factor is found
to be only dependent on temperature in the fluid phase. In the
superionic phase it rescales the electronic conductivity sub-
stantially by up to an order of magnitude. This finding is of
general importance for electronic conductivity calculations
using DFT methods. Our conductivity data can be applied to
model planetary interiors and dynamos of water-rich giant
planets such as Neptune and Uranus35 or to locate the phase
transition line between the fluid and the superionic phase via
high-pressure experiments.
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APPENDIX A: EFFECTIVE CHARGE TRANSPORTED
BY PROTONS

The charge that the protons carry enters Eq. �1�, and it is
not trivial to show that the protons transport their elementary
charge of +e in water. Goldman et al.9 employed the Mul-
liken charge method62 that counts the population of elec-
tronic states around an ion and that leads to a screened pro-
ton charge of +0.37e with small variations along the
principal Hugoniot curve.9 Also electron-proton pair-
correlation functions show electron density centered around
the protons, which delocalizes with increased density, see
Fig. 9.

A different method for calculating ionic charges in non-
metallic systems is polarization theory63–65 �also labeled as
Berry phase technique� which determines the change in po-
larization when an ion is displaced a very small distance
from its initial position. This allows one to derive the effec-
tive ionic charge by taking into account the screening of the
electrons within a linear response framework. The applica-
tion of this technique on our simulations yields an effective
proton charge that varies barely with the temperature but that

TABLE III. Electrical conductivity �exp for thermodynamic
states generated in shock-wave experiments �Ref. 6� �temperatures
taken from Ref. 21� compared with the theoretical values �th. For
simplicity we took averages over shots with very similar thermody-
namic conditions as indicated. The experimental densities have er-
ror bars of about 10% and the temperatures of about 20%, respec-
tively �Ref. 6�.

Shots
T

�K�
�

�g /cm3�
�exp

�1 /� cm�
�th

�1 /� cm�

11 1860 2.87 39�12 6�0.6

3 2550 3.08 109�33 82�9

4 3120 3.24 117�35 95�10

1,2,8,7 3820 3.36 151�46 119�12

5,9,10 5400 3.62 179�54 185�25
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increases with the density. In liquid water under ambient
conditions �density of 0.998 g /cm3�, an effective charge of
+0.52e for protons bound in H2O molecules is computed
which is in excellent agreement with the experimental
values.66,67 In ice X,68,69 which is one of the ice phases that
borders the superionic phase at lower temperatures, we de-
termine an effective charge of +e for a proton in a symmetric
hydrogen bond which indicates that ice X �at a density of
4 g /cm3� is an ionic crystal. The same value is obtained for
the mobile protons in superionic water at an identical density
and 3000 K.

However, the effective charges from linear-response po-
larization theory are not necessarily the same charges that are
transported by protons along their entire trajectories. Using a
Wannier representation of the electronic wave functions, it
was shown that the positions of the nearest two Wannier
centers �which mark electron pairs� remain largely un-
changed when a proton is hopping to from one molecule to
the next.8,13,70 This leads one to the conclusion that the pro-
ton transports its unscreened charge of +e when traveling
typical intermolecular distances.

In this work, we rely on the results from the Wannier
center analyses,8,13,70 which are also partially concordant
with those from polarization theory, and employ a proton
charge of +e for all considered densities and temperatures.

APPENDIX B: IONIC CONDUCTIVITY OF OXYGEN

As soon as molecular dissociation occurs, oxygen ions
contribute to the conductivity as in a molten salt. With the
relation

�O =
�2e�2nO

kBT
DO�1 − �� , �B1�

the oxygen conductivity can be estimated in a similar manner
to the proton conductivity, see Eq. �1�. In the above relation,
nO is the number of oxygen nuclei per volume and � the
fraction of protons bound to O2− ions. It is the last factor in
Eq. �B1� that suppresses the oxygen conductivity when water
is largely molecular and in the limit of total dissociation ��
=0� the expression is an Einstein formula.

In Table IV, some values of the oxygen conductivity are
compared with the protonic and the electronic contribution.
The oxygen conductivity increases with the protonic conduc-
tivity but never exceeds 10% of the total conductivity. Fur-
thermore, the occurrence of twofold negatively charged oxy-
gen ions is highly questionable when ionization takes place.
Goldman et al.9 have found in similar simulations that most
of the occupied electronic states near the band gap are from
negatively charged oxygen ions. Therefore, we expect these
electrons to become conduction electrons first as the elec-
tronic conductivity rises. The oxygen ions will consequently
carry a smaller negative charge than 2e which makes Eq.
�B1� an upper limit for the oxygen conductivity. Since the
oxygen conductivity values are not exceeding the uncertainty
of the protonic and electronic conductivity, we refrain from
precise calculations of the oxygen conductivity and neglect
this contribution in our further discussions.
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