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It is shown theoretically that an alternating magnetic field applied locally to a stripe periodic heterostructure
with different saturation magnetizations, M1 and M2, excites dipolar spin waves, which are able to propagate
along the periodicity direction within a narrow frequency band ��� /��5%� in the absence of Bragg scatter-
ing. A mechanism is found for trapping the out-of-band modes inside a potential well whose formation is
mediated by spin pinning at the M1 /M2 interfaces.
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The features of collective and individual excitations in
artificial crystals composed of two different materials �super-
lattices� are one of the central issues in solid-state physics
during the past four decades. The start to this research was
given by observing the energy gaps for electron transport in
semiconductor superlattices.1 The results obtained in that
work have stimulated, in particular, the studies of the wave
dispersion of plasmon modes in semiconductor superlattices2

and layered superconductors,3 phonon modes in semiconduc-
tor superlattices �phononic crystals�,4 and photon modes in
dielectric superlattices �photonic crystals�.5 More recently, a
strong renewed interest has arisen to periodic thin-film mag-
netic waveguides or so-called magnonic crystals,6–8 which
are the magnetic counterpart of the phononic and photonic
crystals. Numerous theoretical and experimental efforts were
concentrated to investigate different types of magnonic crys-
tals including periodic multilayers,7–9 metal overlay arrays,10

micron-size grooves11–14 or holes8 etched on yttrium iron
garnet films, patterned stripe arrays in permalloy films,15

width-modulated stripe waveguides,16,17 and lateral periodic
structures composed of two different materials.18–20 A com-
mon purpose of these works is to prove the existence of the
frequency bands that are forbidden for spin-wave �SW�
propagation at the Brillouin-zone �BZ� edges k=n� /�,
where k is the wave number, n are integers, and � is the
lattice period. Typically, SW propagation in the magnonic
crystals is allowed at any frequency excluding these narrow
gaps. However, previous works on periodic arrays of mag-
netic nanowires witnessed weak mode dispersions and in-
creased ratios of the forbidden bands to allowed ones in such
structures.15,19,21

Here, we demonstrate that SW propagation can drastically
be modified in lateral magnetic superlattices. Our model sys-
tem is a periodic array of closely packed �without any sepa-
ration� alternating stripes with two different saturation mag-
netizations. By numerical computation of the amplitude-
frequency characteristics, we show that, due to the absence
of Bragg scattering, the lowest frequency band is transparent
for dipolar spin waves and that its transparency is substan-
tially higher than that of adjacent higher frequency bands.
We find that the transmission bands in such lattices are nar-
rower than the gaps between them, which is in contrast to the
typical band structure of the realistic systems.22 We identify a
mechanism that contributes to the narrowing of the transmis-
sion bands in our systems. This mechanism is associated
with the effects of spin pinning at the lateral interfaces. The

pinning condition prevents the SW modes from their further
transmission across the system with formation of a potential
well in which destructive SW interference occurs. We be-
lieve that the features reported here can be of potential inter-
est for developing band-pass magnetic filters that are incor-
porated into the design of signal processing microwave
devices.7,8,10–12,14,18 Importantly, some realistic systems such
as laser-patterned heterostructures of alternating stripes with
saturation magnetizations of M1 and M2 �Refs. 23 and 24�
can be considered for such applications.

It is challenging25 to find a dynamic response of a M1 /M2
heterostructure system to a local excitation of the magneti-
zation precession by the magnetic component of an external
microwave field. A key component of magnetic microwave
devices is two microstrip transducers �antennas� formed on
the film surface for SW excitation and detection. In the input
antenna one excites an alternating current with a frequency
of � that, in turn, generates a magnetic field hef�x�cos �t. In
our calculation, we neglect the dependence of all the dy-
namic fields on the z coordinate along the stripes �Fig. 1�, as
their length is taken to be infinite. One can expect that the
magnetic oscillations excited under the resonance24 are able
to propagate along the direction of periodicity. Also, we as-
sume that the amplitude of these propagating oscillations can
be measured at the distance x0 with a small probe such as a
highly focused laser beam used for Brillouin light scattering
microscopy.26

As the reference film, we use a 20-nm-thick Permalloy
�Py� layer whose saturation magnetization, Gilbert damping
constant, and gyromagnetic ratio are 4�M1=10.0 kG, �
=0.007, and � /2�=2.8 GHz kOe−1. It was revealed earlier27

that the magnetization in Py can be locally reduced by fo-
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FIG. 1. �Color online� Schematic illustration, geometry of the
calculation, and magnetization profile of a proposed M1 /M2 hetero-
structure system. An alternating magnetic field is applied to the
stripe with a magnetization of M1 in the center of the coordinate
system. The size of the excitation source is a=� /2.
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cused ion beam. As the next step, a Py layer could be pat-
terned with a lattice periodicity in the micron-scale regime,
with formation of a periodic structure of alternating stripes
with magnetizations of M1 and M2. In such structures the M1
would be equal to the saturation magnetization in the Py
while the M2 could be varied from M1 to lower values of this
quantity.

We explore how the magnetic oscillations excited locally
decay along the direction of periodicity �the x axis�, as
shown in Fig. 1�a�. An external static magnetic field B is
oriented along the stripes. In this geometry the system of
equations for the components of the dynamic magnetization
m� with neglecting exchange can be written as

i�4�mx�x� = − M0�x��hy�x��y + �H4�my�x� ,

i�4�my�x� = M0�hx�x��y − �H4�mx�x� + heM0�x�f�x� ,

�1�

where M0�x� is the static magnetization, �=� / �4���,
and �H= ��B+�i�� / �4���. The dipole fields in Eq. �1�
are averaged on the y coordinate and given by28

�hy�x��y =−�−	
	 G�x ,x��my�x��dx� and �hx�x��y =−4�mx�x�

+�−	
	 G�x ,x��mx�x��dx�, where G�x ,x��=ln��T2+ �x

−x��2� / �x−x��2� and T is the film thickness. The compo-
nents of the dynamic magnetization and external dynamic
field can be represented by the Fourier integrals
mx�y��x�= �1 /�2���−	

	 cx�y��k�exp�ikx�dk and f�x�
= �1 /�2���−	

	 g�k�exp�ikx�dk while M0�x� is a periodic
function and thus can be expanded as M0�x�
=	n=−	

	 Mn exp�iqnx�, where q=2� /� and � is the lattice
period. Substituting all these expressions into Eq. �1�, multi-
plying the right- and left-side parts of the obtained equations
by e−ik�x / �2��1/2, and integrating them within the infinite
limits on x, we obtain the two relations between different
Fourier components of the dynamic magnetization. These re-
lations can be reduced to the infinite system of linear alge-
braic equations with respect to the Fourier transform of the
dynamic susceptibility 
�x�=4�mx�x� /he

	
j=−	

	

Ajl
�k − jq� = 	
j=−	

	

Fjlg�k − jq� , �2�

where Ajl=Fjl− P�k− jq�Djl−�2� jl, Fjl=Djl+�HMj−l, Dj1

=
sMs−lMj−sP�k−sq�, −	�s�	, �2=�2−�H
2 , and P�k

− jq�= 
1−exp�−�k− jq�T�� / ��k− jq�T� are the dynamic de-
magnetizing factors. In a rough approximation, we assume
that the external dynamic field is f�x�=1 at �x��a /2 and
f�x�=0 at �x��a /2, so that g�k�= �2 /��1/2sin�ka /2� /k. The
system in Eq. �2� was solved numerically with respect to

�k� after cutting the number of equations to 
100. Making
the discrete Fourier transformation �DFT� of 
�k� in an in-
terval from 0 to 20 �m−1 with a step of 0.04 �m−1, we
retrieved the dynamic susceptibility 
�x�. The accuracy of
this calculation was of the order of 10%. Finally, the eigen-
frequencies of the system were found by solving the secular

equation. Their values correspond to central positions of the
excitation maxima.

In Fig. 2 we show the low-frequency part of the eigen-
value spectrum �up to 10 modes� �a� and dispersion curves
within the two lowest frequency excitation maxima and �b�
for the lattice whose parameters chosen are as follows:
4�M1=10.0 kG, 4�M2=5.0 kG, �=3.0 �m, and the strip-
width-to-period ratio is 0.5. A chosen value of the static field
B applied is 0.4 kOe. This lattice exhibits the folding zone
effect,15 i.e., with changing k the mode frequencies begin to
oscillate with a period of q=2� /�. The two lowest bands
noted as L and H are located at 4.37�0.07 GHz and
4.765�0.015 GHz, respectively. Surprisingly, the gap ap-
pearing between these two bands is much wider than the
both of them. This behavior is in contrast to that occurring in
other kinds of periodic systems where the band gaps are
typically much narrower than those allowed for wave exci-
tation and propagation.

All the further results reported here are obtained with an
alternating magnetic field applied locally to a stripe with a
larger magnetization, M1, so that a=� /2, as indicated by the
blue color in Fig. 1. Figure 3 shows 
�k� ��a� and �c�� and

�x� dependencies ��b� and �d�� within the L and H bands at
the lower �4.25 and 4.72 GHz� and upper �4.45 and 4.78
GHz� band edges �red and blue curves, respectively� and
near the band centers at 4.35 and 4.75 GHz �green curves�. In
the 
�k� dependencies we mark the presence of several
maxima of the SW intensity. For instance, there are two
prominent peaks at the lower edge of the L band. One of
these peaks is located at the very center of the first BZ at k
=0, while the second one appears to be at the boundary be-
tween second and third BZ’s �k=2� /��. The peaks of SW
intensity are of opposite polarity, i.e., the spin precession
occurs in antiphase in them, and their contribution to the 
�x�
dependence is essentially different: The low-k peak is re-
sponsible for a general decay of the SW intensity with in-
creasing distance while the high-k peak mediate the oscilla-
tory character of the coordinate dependence. The period of
these oscillations is equal to � so the occurrence of the
high-k peak at k=2� /� can easily be understood. As � in-
creases within the L band, the low-k peak shifts to larger k
within the first BZ while the peak at k=2� /� splits up into
the two peaks moving in the opposite directions from the BZ
boundary within the second and third BZ’s.
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FIG. 2. �Color online� �a� Low-frequency part of the eigenvalue
spectrum. Positions of the eigenfrequencies are indicated by short
horizontal lines of different colors. �b� Dispersion curves within the
two lowest L and H transmission bands. The gap between the trans-
mission bands is much wider than the both of them.
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Strikingly, the 
�x� dependencies in Figs. 3�b� and 3�d�
demonstrate that the transparency of the L band is substan-
tially higher than that of the H band. One sees that in the L
band the SW intensity is still persistent at x0
15 �m while
no any SW intensity remains already at x0
6 �m within
the H band. A reason for a higher transparency within the L
band is that in this band the low-k �k�� /�� SW intensity,
which mostly contributes to the rate of 
�x� decay, is small-
est just near the BZ boundary and goes to zero at the very
edge k=� /�, as indicated by arrow in Fig. 3�a�. This means
that there is no Bragg scattering in the L band and it is
relatively transparent for the spin waves. Within the H band,
however, the SW intensity is maximal near the BZ boundary
at k=� /�. This Bragg scattering provides the loss in the SW
intensity, which is indicated by the 
�x� dependencies in
Fig. 3�d�.

Another feature is that the SW transmission in the L-band
center differs from that near its edges and, especially, near its
upper edge. Practically, no any SW intensity remains at x0
�7 �m near the upper edge. To find a reason for the nar-
rowing of the transmission band in the absence of Bragg
scattering, we plotted a function �Im 
�� ,x0�� at various x0.
As an example, Fig. 4�a� shows this dependence normalized
to the maximal value and its envelope function �red curve� at
x0=7.5 �m, which corresponds to the third maximum of
Im 
�x�. One sees from this plotting that the SW intensity is
a slow function of � near the lower edge. This is similar to
that behavior taking place in a homogeneous Py layer �blue
curve�. However, the SW intensity alters much steeper near
the upper edge where it decreases in a threshold manner at
�c�4.44 GHz. To understand such a thresholdlike behavior
at �→�c, we addressed the issue of spin pinning at the
M1 /M2 interfaces. If such pinning is effective, at least, at one
of the interfaces, it can provide back scattering of the spin

waves that are excited locally, within 0�x0�� /2, and
travel away from the excitation source along the periodicity
direction. Then, the confined volume is a potential well for
such waves.29 This process is shown schematically in
Fig. 4�b�. To find where exactly the pinning condition can
fulfill in our system, we have followed how an −Im 
�� ,x0�
function behaves at different M1 /M2 and M2 /M1 interfaces.
Figure 4�c� shows this function and its first derivative on a
dimensionless variable �=2x0 /� at the distance of x0
=6.75 �m, which corresponds to the third M1 /M2 interface
from the coordinate center �xc=6.75 �m�. We find from this
plotting that both Im 
 and its derivative should simulta-
neously be small enough, �Im 
��0.1 and �Im 
������2, for
formation of the potential well with effective SW reflection
from its walls at x0= �xc. This condition becomes valid
when the frequency approaches the upper edge of the H
band, as shown by arrow in Fig. 4�c�. It is interesting that at
�=4.334 GHz, where Im 
→0 as well, the derivative is not
small, �Im 
�����=3.75.

With further increase in ���c, the SW intensity remains
close to zero at any x0�xc. In other words, all the out-of-
band ����c� SW modes are trapped by the x0=xc interface
to be confined in the potential well. As seen from Fig. 4�d�,
no any changes in the distribution of 
�x� occur with increas-
ing � above the upper band edge, excluding a uniform drop
in SW intensity at all distances from the excitation center.
This confinement of the out-of-band modes is another result
of the spin pinning at the x0=xc interface. In the formed
potential well, the backward SW modes reflected from the
interface interfere destructively with the initially excited for-
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FIG. 3. �Color online� SW intensity as a function of wave num-
ber ��a� and �c�� and its DFT ��b� and �d�� within L and H bands
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ward modes, as schematically illustrated in Fig. 4�b�, result-
ing in the standing wave pattern with the nods at �3� /4 and
�9� /4. Since the period of this standing wave pattern is
equal to 3�, such a qualitative picture is compatible with the

�k� dependencies for the out-of-band modes whose maxi-
mal wavelengths are 2� /kmax
10 �m, as seen from Fig.
3�a� �blue curve�.

In summary, a possibility is shown for dipolar spin-wave
transmission across a thin ferromagnetic layer with periodic
modulation of the saturation magnetization along a lateral
direction. In such superlattices the spin waves propagate

within a narrow lowest frequency band, whose width is
strongly limited by the pinning condition at the lateral inter-
faces. All the other �higher frequency� bands are not trans-
parent for spin-wave propagation. The obtained results open
a new room for the studies of periodic magnetic systems in
the light of their applicability to signal processing micro-
wave devices.
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