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The redistribution of fluorine during solid phase epitaxial regrowth �SPER� of preamorphized Si has been
experimentally investigated, explained, and simulated, for different F concentrations and temperatures. We
demonstrate, by a detailed analysis and modeling of F secondary ion mass spectrometry chemical-
concentration profiles, that F segregates in amorphous Si during SPER by splitting in three possible states: �i�
a diffusive one that migrates in amorphous Si; �ii� an interface segregated state evidenced by the presence of
a F accumulation peak at the amorphous-crystal interface; �iii� a clustered F state. The interplay among these
states and their roles in the F incorporation into crystalline Si are fully described. It is shown that diffusive F
migrates by a trap limited diffusion mechanism and also interacts with the advancing interface by a sticking-
release dynamics that regulates the amount of F segregated at the interface. We demonstrate that this last
quantity determines the regrowth rate through an exponential law. On the other hand we show that neither the
diffusive F nor the one segregated at the interface can directly incorporate into the crystal but F has to cluster
in the amorphous phase before being incorporated in the crystal, in agreement with recent experimental
observations. The trends of the model parameters as a function of the temperature are shown and discussed
obtaining a clear energetic scheme of the F redistribution and incorporation in preamorphized Si. The above
physical understanding and the model could have a strong impact on the use of F as a tool for optimizing the
doping profiles in the fabrication of ultrashallow junctions.
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I. INTRODUCTION

The redistribution of impurities during phase transitions is
a widely studied phenomenon that has a great relevance in
many fields and especially in microelectronics. The realiza-
tion of ultrashallow junctions �USJs� with abrupt profiles
and high electrical activation has become an important tech-
nological challenging task.1 One of the most promising
methods to create USJs consists in introducing dopants, for
example, B in p-type junctions, by ion implantation in
preamorphized Si substrates.2,3 Subsequently, the substrate is
recrystallized by solid phase epitaxial regrowth �SPER�.4
Such process allows very high concentration of electrically
active dopants, far above equilibrium,5 and leaves all
the implantation-induced defects beyond the original
amorphous-crystal �a-c� interface. However these defects,
called end-of-range �EOR� defects,6 release self-interstitials
upon further thermal annealing that diffuse toward the
surface7 and interact with B, causing the well-known
transient-enhanced diffusion �TED� and the formation of
B-interstitials clusters. Both phenomena are detrimental,
spreading the junction and deteriorating the electrical activity
of the dopant.8,9

It is possible to reduce or even eliminate TED if C or F
are introduced by ion implantation between the dopants and
the EOR defects since these elements in Si act as traps for
self-interstitials.10–16 In particular, F segregation during the
amorphous-crystalline transition became recently an interest-
ing case of study as the chemical profile of F after SPER, as
well as the phenomena occurring during SPER, have a strong
impact on the efficiency of F in controlling the doping pro-
files. F incorporation during SPER of Si,17 F diffusion in

amorphous Si �a-Si� �Ref. 18� and F segregation occurring at
the a-c interface19 were recently studied but a full compre-
hension of the processes involved in the F redistribution dur-
ing SPER is still lacking.

In fact, the solution of this technological issue passes
through the understanding of a very intriguing and complex
physical problem, as, in principle, many phenomena might
interplay to determine the impurity redistribution of F, such
as: �i� the impurity segregation, �ii� the effect of the impurity
on phase transition velocity, �iii� the impurity diffusion in the
amorphous phase, and �iv� the precipitation of impurities in
the bulk phases or at the interface and its influence on the
above phenomena.

�i� The segregation of impurities in Si has been usually
described by a first-order kinetic model20 yielding for the
total interface transport flux f =h�C1-C2 m� with h the trans-
port coefficient, C1 and C2 the impurity concentrations at the
two sides of the interface that separates the two phases and
m=C1

� /C2
� the equilibrium segregation coefficient, i.e., the

ratio of the equilibrium solid solubilities in the two phases
�C��. The F segregation at the a-c interface is different with
respect to the above classic model for a solute redistribution
during solidification21 because the segregation coefficient is
observed to change with depth, as previously shown in Ref.
19. Nevertheless no modeling attempt going beyond the first-
order segregation theory was tried22,23 and as a consequence
the available models are not able to reproduce correctly the
time evolution of F segregation nor the F redistribution dur-
ing SPER, and they do not give any microscopic description
of the involved phenomena.

�ii� The SPER of Si in presence of dopants or impurities
such as H, O, C, and F4,24,25 or under stress26–28 was inves-
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tigated in the last 30 years. The SPER rate in intrinsic Si is
described by an Arrhenius dependence on temperature with
an activation energy of about 2.7 eV.24,29 The most accepted
description of SPER kinetics asserts that the regrowth starts
from crystalline islands nucleation26 at the a-c interface and
it proceeds by migration of kinklike growth sites along �110�
ledges.30 The effect of doping on SPER rate is well under-
stood and is due to the charge state of defects involved in the
regrowth. On the other hand little is known so far about the
effect of inactive impurities, such as F, on the kinetics of the
regrowth.24 In particular, the activation energy of SPER in
presence of F is observed to be slightly higher than in intrin-
sic Si �3.07 eV�,24 and Park31 suggested that this is due to an
immobilization of broken bonds by F, hindering the ledges
motion and slowing down the SPER rate. However, Rudaw-
ski et al.32 recently suggested that the nucleation kinetics are
probably unaltered by electrically inactive species. They at-
tributed the slowdown of SPER to the additional time needed
to incorporate impurities that tend to cause local lattice dis-
tortions if not substitutionally incorporated but a relationship
between the amount of impurities and the related distortions
and slowdown of SPER has not been found yet. Recently, it
was discovered that F dopes Si �Ref. 33� but not at levels
high enough to influence the regrowth rate.24

�iii� F diffuses in a-Si with an activation energy of 2.2 eV
�in a temperature range between 600 °C and 700 °C� �Ref.
18� but the microscopic mechanism driving F diffusion in
a-Si is still unclear. Nash et al.18 also observed immobile F in
the vicinity of the F implant peak in a-Si and they suggested
that some F is trapped at damage associated with ion implan-
tation.

�iv� Recently, our group demonstrated by transmission
electron microscopy �TEM� analyses that F clusters in a-Si
into nanobubbles that are then incorporated in c-Si during
SPER.34 Moreover we demonstrated by means of x-ray ab-
sorption fine structure analysis that these bubbles are filled
with SiF4 molecules.35 Therefore, F clustering in a-Si has to
be considered and described in order to fully understand F
diffusion in a-Si and F incorporation in c-Si during SPER.

In this paper we report a broad experimental investigation
on the redistribution of the chemical profile of F in Si during
SPER. We propose a model able to predict the evolution of F
during SPER starting from the as-implanted profile, combin-
ing together all the phenomena ��i�–�iv�� described above.
The model, together with its physical understanding, should
improve the knowledge and the use of F as a tool for opti-
mizing the doping profiles in the fabrication of USJs. This
kind of experimental approach and modelization might also
be transferred with success in similar systems, where redis-
tribution of impurities occurs during phase transitions.

II. EXPERIMENTAL

Si samples were amorphized from the surface to a depth
of �550 nm or �1 �m by implanting Si− �3
�1015 ions /cm2 at 250 keV plus 2�1015 ions /cm2 at
40 keV or 3�1015 ions /cm2 at 500 keV plus 2
�1015 ions /cm2 at 40 keV, respectively� at the liquid-
nitrogen temperature. Several amorphized samples were

enriched in F at different concentrations by ion implan-
tation as described in Table I: low-concentration samples
�LC�, medium-concentration samples �MC�, and high-
concentration samples �HCa and HCb� with a F peak in the
as-implanted sample at 1�1019 F /cm3 �for LC�, at 5
�1019 F /cm3 �for MC�, and at 2.2�1020 F /cm3 �for both
HCa and HCb�. In most cases multiple implants have been
done. All the implanted samples were annealed at 450 °C for
30 min to sharpen the a-c interface without inducing SPER.
Then the samples were partially or completely regrown by
annealing them in N2 atmosphere to characterize the SPER
kinetics at three different temperatures: 580, 650, and
700 °C. The annealings at the lowest temperature were made
in a conventional horizontal furnace with an accuracy of
�3 °C while the ones at higher temperatures were done by
rapid thermal annealing with a Jipelec JetFirst 150 using
25 °C /s ramps and an accuracy of �3.5 °C. The concentra-
tion depth profiles of F were obtained by secondary ions
mass spectrometry �SIMS� using a CAMECA IMS-4f instru-
ment, by collecting F+ secondary ions while sputtering with a
3 keV O2

+ beam.

III. EXPERIMENTAL RESULTS

Figure 1 reports the F profiles relative to the MC sample
series both before �dotted line� and after partial SPER �con-
tinuous lines� obtained with different annealing times at
580 °C. Furthermore the a-c interface positions, valued as
the interface peak centroids, are reported as vertical dashed
lines. The figure shows a clear overview of the main features
of the F redistribution during SPER. As the a-c interface
moves with the annealing time due to the regrowth, F segre-
gates in a-Si splitting in two components: a sharp peak seg-
regated at the a-c interface and a diffusing tail in the residual
amorphous region. On the crystalline side F is incorporated
at a concentration about two orders of magnitude lower than
F peak and the F incorporation continues to increase while
the F peak seems to saturate. The F profile in c-Si does not
change during SPER, showing that F diffusion in c-Si is
negligible while the F diffusion in a-Si appears to be signifi-
cant. It is worth noting that the F diffusivity in a-Si seems to
be significantly higher close to the a-c interface than far from
it. This last aspect is remarkable and will be discussed deeply

TABLE I. List of F implants.

Sample F implants

LC 1.08�1014 F /cm2 at 130 keV+

1.08�1014 F /cm2 at 180 keV+

2.4�1014 F /cm2 at 250 keV

MC 5.4�1014 F /cm2 at 130 keV+

5.4�1014 F /cm2 at 180 keV+

1.2�1015 F /cm2 at 250 keV

HCa 2.0�1015 F /cm2 at 100 keV

HCb 3.0�1015 F /cm2 at 65 keV+

9.0�1014 F /cm2 at 30 keV
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in Sec. IV B, together with the whole mechanism of F diffu-
sion in a-Si during SPER.

In Fig. 2 a magnification of a segregation profile close to
the a-c interface is shown. It is evident that three different
zones should be considered corresponding to the regions of a
three-phase system:36,37 the amorphous phase, the crystalline
phase and the region of the F peak segregated at the interface
�i.e., the interface layer�. We performed a first quantitative
analysis by extracting some quantities directly from the pro-
files by simple extrapolation/integration operations. These
quantities are: �i� the a-c interface depth, approximated as the
peak centroid of the F concentration profile, �ii� the concen-

tration of F in the amorphous phase at the a-c interface depth
�Fa

max�, assumed as the extrapolated F concentration, �iii� the
incorporated F concentration in the crystalline phase at the
a-c interface depth �FINC�, directly extracted from the com-
pleted regrown profile considering that F in c-Si has negli-
gible diffusion, �iv� the F areal density of the a-c interface
region �fS�, estimated by integrating the profile in the inter-
face layer zone after subtraction of the F in amorphous and
crystalline phase, and �v� the regrowth velocity estimated as
the incremental ratio of the a-c interface positions and an-
nealing times.

Figure 3 shows the last four quantities plotted versus time
for the MC series at 580 °C. We normalized each quantity to
its maximum value. As can be noted, F in amorphous �Fa

max�
and F segregated in the peak �fS� are very well correlated one
another. We can also note that the SPER rate reaches a steady
state with the same characteristic time of fS and Fa

max, sug-
gesting a strong correlation between these three quantities.
Instead, FINC is not correlated with any other one: when the
other quantities have reached the saturation value, the F in-
corporated in the crystal still continues growing, nearly dou-
bling its value before reaching the maximum. We observed
similar trends in all other series of data. This confirms what
can be argued by our recent observations,34,35 i.e., that the
incorporation mechanism is not governed solely by phenom-
ena occurring at the a-c interface but a role is played by
something else. According to Refs. 34 and 35, the additional
phenomenon most probably is the clustering of F in bulk a-Si
in nanobubbles filled with SiF4, that are subsequently incor-
porated in c-Si. Figure 3 suggests that the clustering process
of F continues to evolve with time in a-Si also after that
diffusion and interface segregation have reached a steady
state, and confirms that clustering has a dominant role in
governing the incorporation process of F in c-Si. Conse-
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FIG. 1. F SIMS profiles of MC sample after implantation �dot-
ted line� and after annealing at 580 °C �continuous lines� for dif-
ferent times �45, 90, and 150 min� performed in order to induce
partial and complete regrowth. The a-c interface positions deter-
mined as the centroid of the segregated peak are also indicated by
vertical dashed lines.
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FIG. 2. Enlargement of the second F peak �open circles� of Fig.
1. The arrows indicate the F concentration in a-Si at the a-c inter-
face �Fa

max�, the F incorporated in c-Si concentration at the a-c in-
terface �FINC� while the F areal density of the a-c interface region
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quently, in order to satisfactorily describe the F incorporation
in c-Si, we will assume that F in the amorphous phase can be
distinguished in two different states, i.e., the F free to diffuse,
hereafter called FD, and the precipitated F, FC, and we will
consider the dynamics interplays between them.

In order to investigate the correlation between fS and the
SPER rate, we plotted in Fig. 4 the SPER rate normalized to
the Si intrinsic SPER rate24 versus the F areal density at the
a-c interface for all the data available at 580 °C. Similar
plots �not reported here� were achieved for the other tem-
peratures. The fS data reported in the plot are the mean val-
ues between two areal densities of peaks consecutive in time.
It is possible to interpolate each set of data obtained at a
fixed temperature with an exponential law

v = v0e−fS/fS
0
, �1�

where v0 is the SPER rate of intrinsic Si �see Ref. 24� and fS
0

is a temperature dependent reduction coefficient of SPER
rate due to fS. The above phenomenological equation will be
assumed for the modeling in the following section.

IV. RATE EQUATIONS MODEL

A quantitative description of all the phenomena evidenced
above is fundamental to model the F redistribution during

SPER, as they happen simultaneously and strongly influence
one another. We have formulated physical models for each
process and we coupled the rate equations of all the pro-
cesses in an overall model. Then, for each annealing tem-
perature, we fitted all the data simultaneously with a single
set of physical parameters. In the following description each
physical phenomenon involving F will be treated separately
assuming that the others were already satisfactorily modeled.
In this way, we will be able to discuss separately the physical
origin of each phenomenon and the tests made in order to
validate or discard the assumptions made. The model pre-
sented here is the most successful in term of chi-square mini-
mization while keeping the number of free parameters as low
as possible.

A. F clustering in a-Si

In Fig. 5 we show an attempt to simulate our profiles �LC
and MC samples annealed at 580 °C� by assuming that clus-
tering does not occur and that the diffusing F in a-Si incor-
porates into c-Si by a first-order kinetic model with a finite
probability �1% at this temperature� of F incorporation in
c-Si as suggested in Ref. 23. This simulation is compared to
our best model obtained by including F clustering. It is evi-
dent that it is impossible to fit simultaneously and correctly
the highest levels of F incorporated in LC �Fig. 5�a�� and MC
�Fig. 5�b�� samples simply by assuming a classic first-order
segregation whereas by including clustering it is possible to
simulate satisfactorily the data. This fact should definitely
convince that clustering has to be taken into account for an
appropriate modeling. In the following, we will assume a
perfect incorporation of the F clusters during the a-c inter-
face motion and we will consider also that the clusters might
dissolve before the arrival of the incoming a-c interface.
Moreover, we assumed that the F diffusion in c-Si is negli-
gible, as suggested by the experimental data �see Fig. 1�. We
modeled the clustering and incorporation through the follow-
ing equations:

��FC�
�t

= 4���N0�DFD�FD� − ��FC� for x � R and

��FC�
�t

= 0 for x 	 R , �2�
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�FINC� = �FC� for x 
 R . �3�

In the above equations, as well as hereafter in the paper,
square brackets represent concentrations, that are also a func-
tion of the depth x. The a-c interface moves with time and it
is assumed at the depth x=R. The quantities �FC�, �FD�, and
�FINC� have the same meaning as the analogous quantities in
Sec. III, i.e., the concentrations of the F in clusters, the dif-
fusive F and the F incorporated in c-Si respectively. We con-
sider in Eq. �2� the clustering rate proportional to a capture
radius �, to the clusters concentration ��N0��, to the F diffu-
sivity �DFD� in a-Si and to �FD�. Moreover, �FC� can decrease
with time due to the dissolution term that is the product of
�FC� and the dissolution rate �. Equation �3� describes our
assumption that all the clustered F is incorporated in c-Si
during SPER. Before further discussing Eqs. �2� and �3�, we
report that by relaxing the hypothesis of full incorporation of
clustered F �Eq. �3�� we had not obtained any improvement
of the fit quality. Indeed, by making the fits while consider-
ing a partial incorporation allows to assert with a confidence
level of 95%, according to the F-test,38 that more than 93%
of clustered F is incorporated into the crystal.

Besides all the above assumptions, we also considered
that the capture radius � may grow with the clustered F con-
centration due to the growth of the cluster size. We assumed
that all F clusters have the shape of spherical nanobubbles
�assumption supported by TEM measurements�34 that are
filled with a certain volume density of F, �. Assuming the
average volume of the cluster, Vcl, equal to

Vcl =
1

�

�FC�
�N0�

�4�

we can define the capture radius � by

� = a0 + � 3

4��

�FC�
�N0��

1/3

, �5�

where a0 is the initial capture radius �we fixed it to the first
nearest-neighbor distance, 0.235 nm in Si�.

In the present form the model has three physical param-
eters to describe the clustering phenomenon: the clustering
nucleation density �N0�, the volume density of F in the
nanobubbles ��� and a dissolution rate �. These can be con-
sidered as a minimal set of parameters to describe the clus-
tering probability, the growth of F capturing probability with
cluster size and the possible re-emission of F from the clus-
ters. Of course, the model is simplified since we assume a
constant amount of nucleation sites, a single possible density
of F in the nanobubbles during growth and a single release
rate. Fitting attempts of the experimental data with the above
model have demonstrated that these parameters are sufficient
to describe the main features of the phenomenon producing
satisfactory simulation results of the F incorporation in c-Si,
as shown in Fig. 5 �dashed-dotted lines� and as will be
shown also later.

Indeed, the fitting of the whole set of data shows a strong
correlation between � and � parameters, hampering the con-
vergence of both of them. We can fix physically reasonable
values for the � parameter by estimating the maximum pack-
ing that the SiF4 molecules can have in a spherical void:

considering the reasonable molecule radius given the Si-F
distance and the F covalent radius of 0.3 nm, a close packing
with a density of 26.2 at /nm3 can be estimated. Considering
that statistically equivalent fits are obtained by fitting the
data with � equal to 26.2 at /nm3 or half of this value �the fit
worsens with a significance level of only 62% according to
F-test�,38 we decided to assume in the model the maximum
packing condition, i.e., �=26.2 at /nm3. On the other hand
any other attempt to reduce the number of the parameters,
such as, for example, by considering a constant capture ra-
dius, produced a significant worsening of the fitting �the fit
with a constant capture radius decreases the fit quality with a
significance level of about 100%�.38

In order to have a deeper test on the proposed incorpora-
tion mechanism we tried to add other incorporation mecha-
nisms of F in the crystal phase. First of all we considered the
possibility that also diffusing F could be incorporated in c-Si,
obtaining no improvement of the fits. More precisely, we can
assert with a significance level of 95% �Ref. 38� that less
than 0.25% of mobile F can directly incorporate in c-Si. A
second possibility is that F segregated at the interface may
incorporate directly into the crystal. We found that by adding
this incorporation channel into the simulation the fit is un-
changed at high concentrations and slightly improves for few
spectra at low concentrations. According to the F-test38 the
improvement has a significance level of about 80% and we
retain this not enough to justify the introduction of an addi-
tional parameter that instead should be further investigated
with more data at low concentrations.

B. F diffusion in a-Si

As can be noted in Figs. 1 and 5, the F diffusivity in a-Si
is not constant and it is much more pronounced close to the
a-c interface than far from it. A clear evidence of this comes
from the fact that the profiles far from the interface do not
change with time before the arrival of the a-c interface,
whereas close to the a-c interface there is a pronounced dif-
fusing tail. This is quantitatively demonstrated in Fig. 6
where the dashed line, obtained with a best fit assuming a
constant diffusion coefficient, fails in reproducing the experi-
mental data �open circles�. These considerations suggest that
diffusion may be concentration dependent �i.e., it increases
by increasing the concentration� or position dependent �i.e.,
it increases closer to the a-c interface�. Indeed, from Fig. 5 it
can be deduced that a pure concentration-dependent diffu-
sion may be ruled out. In fact, considering the two chemical
profiles at the same concentration level of 2�1019 at /cm3,
diffusion can be observed in one sample �Fig. 5�a�� but not in
the other one �Fig. 5�b�� that was treated at the same tem-
perature but implanted with a higher dose. We confirmed this
qualitative idea by performing several simulations �not
shown� with different functional dependences of F diffusivity
against F concentration and no satisfactory agreement was
reached simultaneously for all the samples. For example we
attempted to fit the data by assuming a constant diffusivity
�or a linear dependence of the diffusivity with �FD�� obtain-
ing a worsening of the fit with a significance level of 96%
and about 100%, respectively, according to the F-test.38
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A better description of the experimental data was reached
after reasonably considering that there are a lot of defects in
amorphous Si �Refs. 39–43� that can interact with the mobile
F �i.e., trap-limited diffusion�. F migrates and interacts with
bulk defects, for example, dangling bonds that act as traps
for F mobile atoms creating complexes and reducing the con-
centration of F able to migrate. The trapping reaction is de-
scribed by

�FI� + �T� ↔ �FT� , �6�

where FI represents the mobile F atoms in a-Si, T the traps,
and FT the nondiffusive complex. We also introduce the pa-
rameter k regulating the equilibrium reaction according to
the mass action law

�FI��T�
�FT�

= k . �7�

Therefore, the F diffusing state in a-Si �FD� is split in two
parts: the mobile F �FI� and the F temporarily bonded to a
trap �FT�. The conservation of the total number of traps and
diffusive fluorine gives the relations

�FD� = �FI� + �FT� , �8�

�T�0 = �T� + �FT� , �9�

where �T�0 is the total amount of traps before the interaction
with F. Thus the diffusivity can be written as

DFD = DFI
�FI�

�FD�
, �10�

where the FD diffusivity �DFD� is proportional to the FI dif-
fusivity �DFI� multiplied by the fraction of moving F, i.e.,
�FI� / �FD�. This last ratio can be also expressed as a function
of �FD�, �T�0, and k by solving the system given by Eqs.
�7�–�9� �not shown�. As a consequence the diffusivity
reaches a maximum value DFI when the amount of F is much
higher than the traps. On the contrary at low F concentrations
the diffusivity is regulated by the equilibrium of reaction
described by Eq. �6� that determines how much F is free to
migrate at equilibrium.

In addition, we assumed that the advancing a-c interface
is a perfect sink for the traps �i.e., traps capture length equal
to zero� and consequently modifies the concentration of traps
in such a way that �T�0 is constant �equal to �T�bulk� except in
the vicinity of the a-c interface, where traps concentration
decays exponentially through the following equation:

�T�0�x� = �T�bulk�1 − e�x−R�/�� , �11�

where � is the traps decay length at the a-c interface and R
represents the a-c interface position. � is an effective param-
eter taking into account the average diffusion length of traps
that are supposed to be captured at the a-c interface. The
above model for diffusion has four parameters �DFI, k,
�T�bulk, and �� and is implemented with the boundary condi-
tions that the sample surface is a perfect sink for mobile F
while the advancing interface perfectly rejects the diffusive
F.

In Fig. 6 we showed the F diffusion in a-Si obtained by
the present model �continuous line�. As can be noted, all the
features of the diffusion are well reproduced and can be eas-
ily understood: the absence of the diffusion far from the in-
terface is due to the fact that the F concentration is well
below the trap concentration while close to the interface dif-
fusion occurs thanks to the trap depletion. When the F con-
centration is higher than the trap concentration, all the traps
are saturated so the F diffusion can occur also far from the
a-c interface.

C. F segregation at the a-c interface and modeling of interface
velocity

In this subsection we present the mathematical implemen-
tation of the model needed to simulate the areal density of F
segregated at the a-c interface, fS. Due to the phenomeno-
logical relation of this quantity with the regrowth velocity
�see Eq. �1��, a good prediction of the evolution of fS with
time is crucial.

In our model the F segregation at the a-c interface is well
reproduced by assuming a flux of F �fS_in� coming from the
amorphous phase during SPER

fS_in = �v�FD�R�� . �12�

This flux is equal to the areal density of diffusing F that is
interested by the regrowth per unit time v�FD�R��, multiplied
by a proportionality factor � that represents the fraction of
such areal density that is trapped into the interface region ��
can be thought as a segregation factor at the a-c interface�.
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FIG. 6. F SIMS profiles of MC sample just after implantation
�dotted line� and after annealing at 580 °C for 60 min �open
circles�. Simulations using constant diffusivity �dashed line� or our
model based on a trap limited diffusion �continuous line� are re-
ported for comparison.
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It is also necessary to consider a second term that describes
the releasing flux of F from the interface region to the amor-
phous bulk, fS_out:

fS_out = fS �13�

that is assumed to be simply proportional to the F amount
into the interface region, fS, being  a proportionality con-
stant representing the dissolution rate of fS.

Other terms were considered without success such as the
possible release of F toward the crystalline phase and the
possible reduction in F trapping at the interface region by
approaching a saturation dose. The first one might be a pos-
sible channel of incorporation and the second one might be
reasonably due to the finite availability of sites for the phase
in a two-dimensional �2D� system. The first term was already
statistically excluded in Sec. IV A. Considering the second
term, we found that the �2 of the fit increases for any finite
2D sites density demonstrating that also this additional pa-
rameter is useless. Thus, F segregation is described simply
by a creation and a dissolution term through the following
equation:

� fS

�t
= �v�FD�R�� − fS. �14�

The good quality of the prediction of the evolution of fS
during SPER is shown in Fig. 7, where the F areal density fS,
is plotted versus the time fraction of the time for complete
regrowth to allow a comparison between data sets at differ-
ent temperatures. Continuous lines �simulation� and closed
symbols �experimental� are used for series at 580 °C, and
dashed lines �simulation� and open symbols �experimental�
are used for series at 650 °C. We remind that a factor of
�16 exists between v0 at the two considered temperatures. It

is clear from the figure that the simulation data allow to
perfectly account for the variation of fS with time.

In Fig. 8 we show how the above model, through Eq. �1�,
allows also a fine prediction of the a-c interface positions.
They are represented as continuous lines �simulation� and
closed symbols �experimental� for series at 580 °C, and
dashed lines �simulation� and open symbols �experimental�
for series at 650 °C. A single value of fS

0 coefficient for each
temperature is able to reproduce well the interface positions
within an average error of �15 nm. It is worth noting that
we also tried to add some other retardation effects such as
exponential factors depending on the clustered and/or diffu-
sive F at the a-c interface without any significant improve-
ment of the fits. Such effects were therefore neglected.

D. Complete model

As previously discussed, the F retardation effect on the
SPER rate, F clustering and diffusion in a-Si occur simulta-
neously and influence one another. All the equations intro-
duced previously �see Secs. III and IV A–IV C� are coupled
in an overall rate equations model able to fit all data sets at
each SPER temperature.

The model is described by Eqs. �15�–�23�, where FD, FC,
FINC, fS, FT, and FI are the diffusing F in a-Si, the clustered
F, the F incorporated in c-Si, the F areal density at the a-c
interface, the trapped F in a-Si and the mobile F in a-Si,
respectively. The first three equations describe what happens
in a-Si and the related incorporation of F in c-Si while the
fourth describes the F exchanges at the a-c interface. The last
four equations describe the trap limited diffusion. The main
free, temperature-dependent, parameters of the model are N0,
�, �, , and fS

0, together with the free parameters governing
the F diffusion coefficient in a-Si that are DFI, �T�bulk, �, and
the equilibrium constant of F-T reaction, k �for parameters
description see Secs. III and IV�.
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��FD�
�t

=
�

�x
DFD

��FD�
�x

− 4��N0��a0 + � 3

4��

�FC�
�N0��

1/3	DFD�FD� + ��FC� for x � R , �15�

��FC�
�t

= 4��N0��a0 + � 3

4��

�FC�
�N0��

1/3	DFD�FD� − ��FC� for x � R and
��FC�

�t
= 0 for x 	 R , �16�

�FINC� = �FC� for x 
 R , �17�

� fS

�t
= �v�FD�R�� − fS, �18�

v = v0e−fS/fS
0
, �19�

DFD = DFI
�FI�
�FD�

, �20�

�FI��T�
�FT�

= k , �21�

�FD� = �FI� + �FT� , �22�

�T�0�x� = �T�bulk�1 − e�x−R�/�� . �23�

The above system of differential equations was solved
with a partially implicit algorithm implemented in an ANSI-C

code created ad hoc. The code also manages the parameters
optimization by means of chi-square minimization algorithm.
For a given temperature and a given set of parameters all the
profiles obtained with different annealing times are simulated
starting from the respective as-implanted profiles. A cumula-
tive chi-square is evaluated and used to perform a global
optimization of the parameters based on all the information
available at a given temperature.

All the three temperatures �580, 650, and 700 °C� were
considered for the simulations. For each temperature three
different starting �as-implanted� profiles were available with
different F concentrations and, for each of the above as-
implanted samples, the profiles relative to different �from 3
to 6� annealing times were measured and simulated. Summa-
rizing, from the fitting procedure it was possible to fix the
nine free parameters of the model describing the four differ-
ent physical phenomena involved in the process: four param-
eters for the diffusion �DFI, k, �T�bulk, ��, two for the segre-
gation �� ,�, one for the F effect on the SPER rate �fs

0�, and
two for the clustering �N0 ,��. The other parameter for the
SPER rate, v0, was fixed using literature values.24

V. RESULTS AND DISCUSSIONS

Figure 9 shows the entire set of SIMS profiles obtained at
650 °C. The as-implanted profiles are represented by dashed
lines and the profiles partially or completely regrown are
represented by dots for LC �Fig. 9�a��, MC �Fig. 9�b��, and

HCb samples �Fig. 9�c��. The best-fit profiles are also re-
ported as continuous lines. The simulated profiles agree very
well with the data and the same degree of accuracy were
obtained also at 580 and 700 °C �not shown�. The sharp
peak segregated at the a-c interface and the diffusing tail in
the amorphous bulk as well as the concentration levels of the
incorporated F in c-Si are correctly described. We remind
that the interface positions are predicted with an accuracy of
15 nm �see Fig. 8�, which appears to be remarkable after
considering that this variability might be justified by assum-
ing an error on the process temperatures of 3–4 °C, that is
close to the temperature accuracy of the annealing processes.
The parameters relative to the best fits are reported in Table
II for each of the three annealing temperatures and are dis-
cussed in the following. Some of them are reported also in
Fig. 10 as Arrhenius plots together with their thermal activa-
tion energies.

Concerning the diffusion mechanism of F, we obtained
that the diffusivity of mobile F, DFI, varies with temperature
with a prefactor of 0.13 cm2 /s and an activation energy of
�2.2�0.1� eV �see Fig. 10�a��. Both of them are very simi-
lar to the F diffusion coefficient reported by Nash et al.18 The
other diffusion-related parameters ��T�bulk and �� do not
strongly depend on temperature but they seem to depend on
the intrinsic properties of the amorphous phase. The back-
ground trap density is �1020 at /cm3 �see Table II�, suggest-
ing that these traps might be amorphous bulk defects, whose
density in relaxed amorphous Si is known to be at most 1%
at.43 It is worth noting that the amorphous relaxation times
�i.e., the time needed to defects to reach their equilibrium
concentrations� extinguish in our samples well before than
the a-c interfaces reach the F profiles at all the temperatures
investigated.44 The traps effective decay length at the a-c
interface is �150 nm, slightly increasing with the tempera-
ture. The equilibrium constant for trapping reaction �k� is
�5�1018 at /cm3 almost independent of temperature. The
fact that the values found for the mobile F diffusivity DFI
coincides with the F diffusion coefficient measured by Nash
et al. appears indeed quite surprising, as their diffusion co-
efficient represents the diffusion coefficient of the diffusive
F, i.e., the DFD in our model, that is different to the diffusion
coefficient of the mobile F, DFI, measured by us, that is the
diffusivity of fraction of diffusive F not bonded to a trap.
This is not an effect of different F concentrations, as they
studied a similar F concentration regime than ours. The fact
that the two different quantities coincide with each other can
be understood within the framework of the present model by
considering that the a-Si used in Ref. 18 has been produced
by deposition, that is a considerably different method with
respect to the one used for our samples. Their material might
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therefore contain traps for mobile F at concentrations low
enough for not having any significant influence on the F
diffusion.

As outlined above, the F segregation at the interface re-
gion has a central role within the whole phenomenon. We
found that by increasing the temperature the segregation fac-
tor � decreases while the releasing factor  increases by

more than an order of magnitude. We estimated activation
energies of � and  to be respectively �−0.8�0.1� eV and
�2.0�1.1� eV �see Figs. 10�b� and 10�c��. The negative
value found for E� indicates that the barrier of an F atom
close to the a-c interface for “jumping” into the interface
region is lower by �0.8�0.1� eV than the barrier for diffus-
ing back toward the amorphous phase. The positive value
found for E indicates instead that there is a barrier of
�2.0�1.1� eV for the release of the F atoms from the inter-
face region toward the amorphous phase, which is in agree-
ment with the calculated binding energy of F to a dangling
bond that is �2 eV.45,46 These values, together with the en-
ergy barrier discussed above for the F interstitial diffusivity,
allow to draw the energy scheme reported in Fig. 11 describ-
ing the F diffusion in a-Si and its exchange between the
amorphous phase and interface layer.

As shown previously, the above segregation mechanism
governs also the retardation effect of F on the SPER rate,
through the exponential law of Eq. �1� obtained directly from
the experimental data. Consistently, the model allows to pre-
dict accurately the position of the a-c interface assuming the
above exponential dependence, obtaining fS

0 best fit param-
eters that are compatible within errors with the values ob-
tained directly by the experimental data. The above exponen-
tial dependence is remarkable and allows the following
interpretation.

There are experimental evidences reported in
literature26,47 that the SPER rate v has an exponential depen-
dence on the stress state, �ij, through the relation

v = v0 exp��Vij
��ij

kT
� , �24�

where v0 is the stress-free velocity, kT has the usual mean-
ing, i and j refer to axes in the coordinate frame of Ref. 47,
and �Vij

� represents the activation volume tensor. If we make
the hypothesis that the segregated F produces a local stress
�and consequently a strain� at the a-c interface, and that this
stress is proportional to the amount of segregated F through
the relation �ij= pijfS, where pij is a tensor of forces, we
obtain

v = v0 exp��Vij
�pij

kT
fS� . �25�

The last equation is analytically identical to Eq. �1� allowing
an interpretation of the exponential retardation of the SPER
rate in terms of stress induced by the F in the interface layer.
By comparing the Eq. �25� to Eq. �1� we get

fS
0

kT
= −

1

�Vij
�pij

�26�

that indicates that the parameter fS
0 divided by kT should be

constant as a function of the temperature. This is what indeed
happens as evidenced in Table II, supporting the validity of
the above interpretation.

Further considerations can be made about the tensor pij.
The epitaxial constraint imposes that the strain due to F
builds up along the direction perpendicular to the a-c inter-
face and the value of �V along this direction reported in
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literature is negative.27 Therefore, according to Eq. �26�, the
tensor pij along the same direction has to be positive, i.e., in
order to explain the observed SPER rate reduction F should
induce a dilatation of the crystal Si lattice in the direction
perpendicular to the a-c interface. Strain depth profiles ob-
tained by high resolution x-ray diffraction measurements
�details on the measurement methodology can be found in
Ref. 48� on selected samples have confirmed that in presence
of F there is a dilatation of the lattice parameter close to the
a-c interface along the direction perpendicular to it. As an
example, in Fig. 12 the strain profiles of two samples are
shown. The continuous line is related to a sample containing
F and annealed at 650 °C for 273 s while the dashed line
represents the strain profile of the same sample without F
annealed at the same temperature for 42 s. As can be noted,
two main features are visible in both strain profiles: the first
one is the positive strain visible at the depth of �550 nm
that is a fingerprint of EOR defects49 and it is nearly identical
for both samples �the strain integral is the same within 3%�;
the second and more important feature is the positive strain

located just beyond the a-c interface. It is clear that the strain
increase is more pronounced when F is present in the sample
�the ratio between the two maxima in the strain levels is
about 5�. This is a further confirmation of the above interpre-
tation of a stress related SPER reduction induced by F.

The fact that our model simulates well the F incorporation
tells that also the F clustering is modeled satisfactorily
enough to account quantitatively for the F incorporation.
However, a comparison with TEM measurement obtained in
Ref. 34 in similar samples indicates that our model for clus-
tering is indeed inaccurate in describing the details of the
mechanisms involved nor in predicting the real cluster-size
distributions and concentrations. In fact, contrary to what
assumed in the model, the F clusters observed by TEM have
not a unique radius but a considerably broad size distribution
�from 0.5 to 4 nm�. Moreover, as stated in Ref. 34, the F dose
in the nanobubbles estimated by TEM represents a lower
limit of the real value because nanobubbles with radius
smaller than 0.5 nm fall below the TEM sensitivity, suggest-
ing that the size distribution might be even broader than what
indicated above. Presumably, various classes of clusters of
different sizes and with a different content of F will exist
simultaneously and their populations will vary with the tem-
perature in a complex way. However, a more complex de-
scription of clustering than the one adopted, that considers a

TABLE II. List of the optimized parameters at each annealing temperature.

Model parameters

580 °C 650 °C 700 °C

DFI �cm2 /s� �1.4�0.2��10−14 �1.2�0.2��10−13 �5.5�0.4��10−13

k �at /cm3� �7.3�0.5��1018 �3.1�0.5��1018 �4.2�1.6��1018

Tbulk �at /cm3� �6.7�0.1��1019 �8.7�2.0��1019 �1.4�0.3��1020

� �nm� �84�24� �141�30� �169�52�
� �1.3�0.2��10−1 �4.3�1.0��10−2 �3.1�0.4��10−2

 �s−1� �3.6�0.5��10−4 �8.9�0.5��10−4 �9.5�0.9��10−3

fS
0

kT �eV−1 cm−2� �4.1�0.1��1014 �2.7�0.1��1014 �3.0�0.1��1014

N0 �at /cm3� �2.2�0.1��1015 �8.6�0.9��1015 �4.1�0.2��1016

� �s−1� �2.5�1.8��10−5 �4.8�1.3��10−3 �8.4�0.8��10−2
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FIG. 11. Energy scheme for the F evolution in preamorphized Si
during SPER close to the a-c interface. The involved mechanisms
are represented by their energy barriers: ED for the F diffusion in
a-Si, E� for the F segregation at the a-c interface region, and E for
the release of F from the a-c interface region to bulk a-Si.
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fixed concentration of clusters with a single value radius,
would be beyond the sensitivity of the experimental proce-
dure and beyond the scope of this work �the lack of sensitiv-
ity might be a consequence of the fact that in most of our
samples the concentration of F in clusters is a small fraction
of the total concentration F in a-Si�. Due to the above con-
siderations, we omit any detailed discussion on the values
found for N0. However, it is worth noting that the value of N0
at 700 °C reported in Table II gives, through the Eq. �5�, a
maximum value for the radius of the clusters in sample HCa
at 700 °C of 3.7 nm �the maximum value of the concentra-
tion of F in clusters FC

max=1.7�1020 at /cm3 extracted from
the simulations was used for the calculation�. This value falls
within the range estimated by TEM analysis in Ref. 34 at the
same temperature and in a sample similar to the ones con-
sidered in the above calculation.

Different considerations might hold concerning the cluster
dissolution process. In fact, the cluster dissolution probabil-
ity � changes with temperature with an activation energy of
�4.7�0.2� eV �see Fig. 10�d��. This considerably high value
is remarkable and is not too far from the Si-F bond energy of
5.73 eV.50 This suggests that, even if the real cluster evolu-
tion is certainly much more complex than what considered
by the present model, the dissolution process is governed by
a single simple phenomenon, satisfactorily described by the
model, that presumably is the destruction of the Si-F bond in
the SiF4 molecules.

VI. CONCLUSIONS

In conclusion, we have investigated and modeled the evo-
lution and incorporation of F implanted in a-Si during SPER.
The phenomenon is complex and involves at least four
mechanisms relative to the F behavior mutually interacting,
and all of them have been investigated and understood. We
have demonstrated that the reduction in the SPER rate in the
presence of F is governed only by the F areal density segre-
gated at the a-c interface following a simple exponential de-
cay. We have shown experimentally that F induces a positive
strain perpendicular to the a-c interface and such strain ac-
counts for the above SPER rate reduction by slowing the
migration of the ledges responsible for the regrowth. The
dynamics of the areal density of the F segregated at the a-c
interface can be well described by a sticking-release model
and the analysis of the related parameters allowed to fix the
energy scheme of F close to the interface. This dynamics
together with the exponential relation mentioned above al-
lows to predict well the SPER velocity. Different models
describing the F diffusion in the amorphous phase were tried,
such as constant diffusion, concentration-dependent diffu-
sion, etc. The most satisfactory and reasonable model as-
sumes that F diffusion in a-Si is described by a trap-limited
mechanism. We estimated that the diffusivity of mobile F in
a-Si has an activation energy of �2.2�0.1� eV, that is con-
sistent with the value reported in literature,18 and gave a
microscopic interpretation of the F diffusion. We described
the clustering of F in the amorphous phase by assuming a
clustering rate proportional to the F concentration and the F
diffusivity. Finally, a very good description of F incorpora-
tion in the crystalline phase can be reached by assuming that
all the F precipitated in the amorphous phase is fully incor-
porated in c-Si after regrowth and that a negligible diffusion
of F occurs in the crystal.

We described all these physical processes in a single over-
all model able to simulate the evolution of F chemical pro-
files in a wide range of concentrations and annealing tem-
peratures. The above results give important insights on the
microscopical mechanisms governing F redistribution and
incorporation during SPER of preamorphized Si and also a
powerful simulation tool for improving the fabrication of
advanced USJs. Our modeling approach could be useful also
in other similar systems in which redistribution of impurities
during phase transition of the substrate occurs �e.g., H in Si
�Ref. 51� or F in Ge during SPER�.
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