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Intrinsic magnetic defects in perpendicularly magnetized nanostructures reduce the predictability of device
and developing recording technologies. In addition to a distribution of local anisotropy fields, we show that
such defects also exhibit variations in local anisotropy axes. The magnetic defects are identified by the
application of in-plane and out-of-plane magnetic fields and magnetic force microscopy imaging. Those defects
that control magnetization reversal in arrays of patterned Co/Pd multilayers are highly dependent on applied
field orientation. The symmetry of the defects with respect to the applied field direction indicates that the
anisotropy consists of a canted axis, deviating from the surface normal. Micromagnetic simulations confirm
that variations in anisotropy axis can cause a significant change in reversal field depending on the location and
orientation of the defects, consistent with experimental results.
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One critical barrier to the implementation of perpendicu-
larly magnetized nanostructures in bit patterned media
�BPM� �Refs. 1–6� and spintronic technologies7,8 is the con-
trol of anisotropy variations in the magnetic material. Such
variations manifest themselves as significant switching field
distributions �SFDs� or high-frequency properties that vary
from nanostructure to nanostructure, which decreases pre-
dictability of bit or device performance.9–11 Hence, intrinsic
anisotropy variation must be minimized in addition to extrin-
sic magnetic defects such as edge damage,12 size variations,
and lithographic defects.13 In addition, the nature of the in-
trinsic magnetic defects that cause anisotropy distributions
must be understood in order to facilitate more accurate and
realistic models. The typical method to simulate intrinsic
magnetic defects is to treat them as a distribution of local
anisotropy fields.9,14 However, an important property is ig-
nored in such models: the anisotropy can also have a distri-
bution of axes instead of, or in addition to, a distribution in
anisotropy field magnitude. This can have significant conse-
quences in BPM, for example, if some variation in the field
direction is provided by the write head. In other words, the
critical reversal field is dominated by defects, and the defects
responsible for reversal may depend on the orientation of the
applied field.

Much of the motivation for this work is rooted in the
reversal process that occurs in perpendicularly magnetized
nanostructure such as Co/Pd multilayer systems, where the
system is highly exchange coupled. Both experimental evi-
dence and micromagnetic simulations indicate that a small
volume with dimensions �on the order of the exchange
length� nucleates and is subsequently followed by rapid
domain-wall movement until the entire nanostructures has
reversed.12,15–17 Because the depinning fields are much lower
than the nucleation fields, the nucleation volume cannot be
reversed independently from the rest of the nanostructure
when using a static out-of-plane field in such highly ex-
change coupled systems. As a result, defects that largely con-
trol the switching properties of nanostructures cannot be eas-

ily isolated and studied directly. Throughout this article, we
use the term “defect” to indicate a nucleation volume that
has a lower value than the average nucleation field value or
activation energy.

To date, two methods have been demonstrated to isolate
magnetic defects in exchange coupled materials with a large
perpendicular anisotropy. One relies on rapid Joule heating
of the sample near the Curie temperature with a current pulse
such that regions with the lowest energy barrier reverse
through magnetostatic interactions.18 The second method,
employed in this study, makes use of an in-plane field to
lower the energy barrier and induce reversal of defect
regions.16 By applying this technique in a systematic
angular-dependent study, we show that intrinsic magnetic de-
fects have a distribution of magnetic axes. This result has
significant implications in future studies and modeling of
magnetic defects, which should include a distribution of axes
in addition to possible fluctuations in the magnitude of the
anisotropy.

We focus on a patterned Co/Pd multilayer sample. The
Co/Pd multilayer was dc-magnetron sputter deposited on a
prepatterned Si�001� substrate with the following structure:
Ta�1.5 nm� /Pd�3 nm��Co�0.45 nm� /Pd�0.9 nm��
�8 /Pd�1.1 nm�. The Ta seed layer was used to ensure the
microstructure was highly �111� textured.11 The pillar struc-
tures on the prepatterned silicon substrates were formed by
electron-beam lithography and a reactive ion etch as outlined
in Ref. 19. The use of the so-called prepatterned fabrication
method was used to minimize �or avoid� the effect of edge
damage on reversal properties.12

The magnetic configuration and domain structure were
identified using magnetic force microscopy �MFM� at room
temperature. Because the magnetic configuration can be in-
fluenced by the stray field of the cantilever tip, we exclu-
sively used tips with a moment below 3�10−17 A m2. By
repeated measurements of the same location, we confirmed
that these tips have a minimal impact on domain-wall loca-
tion or motion.
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The magnetic defects are identified by the following pro-
cedure. The samples are first saturated by applying a large,
out-of-plane saturation field �0Hsat= �1.3 T �significantly
larger than the coercive field� as depicted in Fig. 1�a�. The
absence of any features in MFM images—an example of
which is shown in Fig. 1�b�—also verifies that the sample is
saturated. Magnetic defects have previously been shown to
nucleate as a result of the application of a critical in-plane
field.16 Such an in-plane field �0Hin=0.65 T at angle �H
�defined in Fig. 1�a�� is applied until small regions are ob-
served to undergo reversal as shown in the remanent MFM
image in Fig. 1�c�. The magnetic defects are likely much
smaller than the 50–200 nm domains observed in the MFM
image. The magnetostatic and exchange energies likely in-
crease the size of these domains once they are nucleated at
the defect site. In other words, competition of the magneto-
static energy with the domain-wall energy sets the size of the
resulting domains, which can be significantly larger than the
defect that originally triggers the nucleation. As the in-plane
field is further increased, more defect sites are created since
a larger number of energy barriers can be overcome. Again,
it is important to point out that such defects cannot be stud-
ied through the application of an out-of-plane static field
since the nucleation field is significantly higher than the de-
pinning field. The consequence of this condition is that the
reversal process is one of nucleation followed by rapid
domain-wall movement.12,15–17

Up until this point, we have made the assumption that the
small nucleated regions are magnetic defects, versus a ran-
dom temporal event. In order to confirm this assumption, we
repeat the measurement several times at the same location in
the sample, saturating the sample each time. The series of
images in Fig. 1�d� show that the locations of the reversed
regions are highly repeatable, and therefore, a result of a

local property or defect of the material and not a random
temporal event. The repeatability is observed in thin films as
well as nanostructures as small as 50 nm in diameter �not
shown�. In nanostructures smaller than 100 nm, however, the
structures are single domain and, as a result, the entire nano-
structure reverses. However, the repeatability is still demon-
strated since the same nanostructures undergo reversal when
the measurement is repeated. The smaller structures also re-
quire a slightly greater in-plane field before reversal occurs,
likely due to shape and size effects.

A recent study that relied on transmission x-ray micros-
copy measurements and first-order reversal curve analyses
showed that saturation fields for out-of-plane anisotropy ma-
terials are significantly higher than the coercive fields.20 In
that study, extremely small regions �not observable with
MFM� remain unsaturated even when large out-of-plane
fields are applied. If such unsaturated sites remain, then it is
possible that the defect sites we identify are instead unsatur-
ated sites undergoing domain growth with the applied fields
until they can be detected with MFM. In order to exclude
that effect, we repeat the process using a saturation field with
the opposite external field polarity, which is included in Fig.
1�d�. This image shows the majority of the reversed regions
are independent of the saturation field polarity, confirming
that the sample is fully saturated with the �0Hsat=1.3 T
used in this study. We note that those regions that are not
present in every measurement are still observed to repeatedly
reverse in several measurements, indicating they have a
probability of occurrence. This indicates that these regions
have a higher energy barrier relative to the regions observed
to reverse 100% of the time.

We have established through the repeatability of reversed
regions and independence of the field polarity that the nucle-
ated regions are due to a defect in the material. However, if
the energy barrier is overcome by a thermal event, then the
number of reversed regions should increase as the time that
the in-plane field is applied is increased. Indeed, Fig. 2
shows the time dependence of the number of reversed sites in
several 10 �m structures with an in-plane field of �0Hin
=0.65 T. These data show a logarithmic time dependence
across almost three decades. Under the assumption of a dis-
tribution of energy barriers and dipole interactions, thermal
relaxation of the material is predicted to be logarithmic in
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FIG. 1. �Color online� �a� Schematic showing the definitions and
orientation of the applied magnetic field. MFM images of a region
in a thin-film sample �b� before and �c� after the application of a
critical in-plane field. �d� A series of repeated MFM measurements
on 5 �m structures showing the repeatability of the location of the
nucleated sites. The bottom image had the applied field polarities
reverse to show the independence of the nucleation site positions on
the saturation field direction.
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FIG. 2. �Color online� Number of nucleated sites in a
10-�m-diameter structure as a function of the time the in-plane
field was applied. The time has been normalized to 1 s.
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time.21–24 These data further support the case that the nucle-
ation sites identified in this work are defects with a reduced
energy barrier and require a thermal “kick” to overcome an
energy barrier for reversal to occur.

The above evidence suggests that the nucleation sites we
identified reverse via an in-plane applied field through the
mechanism depicted in Fig. 3. Here, we schematically show
a cross-section view of a perpendicularly magnetized thin
film that is divided into sections that can be considered
grains or volumes with dimensions on the order of the ex-
change length. Initially, the film is saturated and in a rema-
nent state at energy Ea �Fig. 3�a��. The magnetostatic energy,
however, favors the formation of a domain as depicted in
Fig. 3�f�, which provides some flux closure. This would re-
sult in a reduction in the energy to Ef �assuming the domain-
wall energy is smaller than the change in magnetostatic en-
ergy.� However, the energy barrier �E1 is too large to be
overcome at room temperature with no external field applied,
and therefore remains in a saturated state. As an in-plane
field is applied �Figs. 3�b� and 3�c��, the magnetic moments
begin to rotate in the direction of the field. At a defect region
�depicted as the highlighted region in Fig. 3�, the magnetiza-
tion may respond differently relative to the rest of the film
due to, for example, a modified anisotropy. As the external
field is increased to H3, the energy barrier of the defect re-
gion �E2 becomes small enough such that there is a high
probability of a thermal fluctuation can overcoming the en-
ergy barrier. This is driven by the reduction in magnetostatic
energy that occurs when the defect region reverses. This pro-
cess can occur at any location in the film regardless of the
presence of a defect. However, the energy barrier for reversal
of a defect-free region �E3 will be significantly larger, de-

creasing the likelihood that a thermal fluctuation can over-
come the barrier.

We now show that these defects are not only simply re-
gions of reduced anisotropy but also exhibit a more compli-
cated behavior that includes a deviation in anisotropy axis.
Figure 4 shows a series of remanent MFM images of several
5-�m-diameter structures in which the in-plane angle �H
was varied. As �H is changed, the locations of the nucleated
regions change indicating that different defects undergo re-
versal. Again, the repeatability of the defect locations was
confirmed by multiple measurements at the same value of �H
�not shown�. As shown in Fig. 4, most defects are present at
a single angle. However, some defects are present at two or
more values of �H, but they always occur within a certain
angular range centered along a single direction �such as the
defects circled in Fig. 4�.

One conclusion is that these defects have axes associated
with them that deviate from the surface normal and are not
solely regions of reduced anisotropy. Of great importance is
the fact that the in-plane symmetry of the defects is unidi-
rectional and not uniaxial. This suggests that the defects con-
sist of a canted perpendicular anisotropy versus an additional
in-plane uniaxial anisotropy component. This has strong im-
plications in the understanding of such defects since, for ex-
ample, a microstructural defect �misaligned grain in a highly
textured material� may introduce a magnetocrystalline aniso-
tropy with a canted axis instead of, or in addition to, a modi-
fication of the magnitude of the anisotropy. Recent simula-
tions that assume a distribution of anisotropy fields show a
minimum in the SFDs when the applied field angle is 45°.15

That work suggests that the effects of anisotropy distribu-
tions may be partially mitigated by switching the bit with an
applied field at an optimal angle. However, the optimal angle
may be altered if a distribution of axes is also taken into
consideration.

With this in mind, we now address the connection be-
tween the defects identified by the application of an in-plane
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FIG. 3. �Color online� Schematic, cross-sectional illustration of
the process that occurs during the formation of a nucleated region
when applying an in-plane field. The defect �modified anisotropy�
region is the highlighted segment. ��a� and �f�� Magnetic configu-
ration in the remnant state before and after the nucleation event,
respectively. ��b�–�e�� Magnetization as an in-plane field is gradu-
ally applied. �g� Energy state and energy barrier between the mag-
netic configuration depicted in �a� and �f�. �h� Energy state and
energy barrier between the magnetic configurations depicted in �d�
and �e�. The dotted line in �e� represents the energy barrier for a
defect-free region.
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FIG. 4. �Color online� A series of MFM images taken on
5-�m-diameter structures for different values of in-plane field
angle.
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field and out-of-plane reversal fields in nanostructures that
lead to SFDs. In other words, we need to answer the ques-
tion: are the defects identified with an in-plane field the same
defects responsible for the “easy switchers” in an array of
nanostructures? We will focus our attention on an array of
200-nm-diameter nanostructures since they are small enough
to obtain sufficient statistics, yet they are also larger than the
nucleation sites identified in the MFM images. However, we
studied structures as small as 50 nm in diameter and they
exhibit similar behavior.

Figure 5�a� shows a remanent MFM image of an array
consisting of 200-nm-diameter structures following the ap-
plication of an out-of-plane field �0Hout=+0.68 T. These
samples were initially saturated with an out-of-plane satura-
tion field of �0Hsat=−1.3 T. At the application of Hout, only
a few nanostructures reverse, which we identify as the nano-
structures with the lowest reversal fields, the so-called easy
switchers.

For the analysis here, the MFM images are converted into
a digital binary matrix through the use of a custom image
analysis software. Since the corner of the array is always in
view, thereby providing a fiducial marker, the conversion to a
binary matrix allows each nanostructure to be uniquely iden-
tified throughout the study. Figure 5 shows an example of a
binary matrix and the corresponding MFM image from
which it was created

As a first step, we identify the easy switchers by the ap-
plication of a 0.68 T out-of-plane field and repeat this mea-
surements five times �resaturating the sample after each ap-
plication of Hout� to verify repeatability. This process ensures
that we are identifying the nanostructures with the lowest
reversal fields in the array since less than 5% of the struc-
tures reverse at this field. Again, we repeat the measurements

with the opposite polarity of Hsat and Hout to ensure that
sufficient saturation field was used. Figure 6�a� shows the
matrix with the combined data from all six measurements.
Here, only those nanostructures that repeatedly reverse for
all six measurements are included, which accounts for ap-
proximately 58% of the total number of nanostructures that
underwent a reversal event. However, the results of our
analysis do not change if the constraints on the allowed re-
versal events are exclusive or inclusive of the reversal events
in a series of repeated measurements.

Next, we identify nanostructures that contain a defect
with the lowest energy barriers through the application of an
in-plane field. The array was first saturated with an out-of-
plane field �0Hsat=−1.3 T prior to the application of an in-
plane field �0Hin=+0.9 T. Since the 200 nm structures are
capable of supporting multidomain states, we then apply an
additional out-of-plane “fixing” field �0H=+0.3 T. This
field is large enough to completely reverse a nanostructure
that already contains a nucleated region but is small enough
that it will not reverse nanostructures that are fully saturated.
Similar to the defect sites in larger structures, different nano-
structures reversed depending on the in-plane field direction
�H. As a result, we must identify the nanostructures that
switch at all values of �H. We therefore perform measure-
ments with �0Hin=+0.9 T applied at increments of 45° for a
full 360° rotation. A 45° increment in �H was small enough
due to the fact that the majority of the reversed nanostruc-
tures are present within an angular range larger than 45° �i.e.,
present in multiple adjacent values of �H�.

The composite matrix from all the in-plane data is shown
in Fig. 6�b�. At a given value of �H, the measurement was
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FIG. 5. �Color online� �a� An MFM image and �b� its converted
binary matrix of an array of 200–nm-diameter nanostructures.
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(c) Overlaid in‐plane and out‐of‐plane data

FIG. 6. �Color� The composite matrices for the �a� out-of-plane
and �b� in-plane applied fields. The data are overlaid in �c�. Red
indicates cells that have undergone reversal in both the out-of-plane
and in-plane cases.
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repeated at least twice, which always contains at least one
measurement with the opposite polarities of the fields. As
with the out-of-plane data, only those nanostructures that
were found to reverse in all of the measurements �at a given
�H� were included. The matrices for each value of �H were
then combined into the composite matrix of Fig. 6�b�.

Figure 6�c� shows an overlay of the composite matrices
for both the out-of-plane and in-plane data. Surprisingly,
there is very little correlation between the nanostructures that
contain a defect identified with an in-plane field and those
identified as easy switchers from an out-of-plane field. This
result indicates that the defects identified with an in-plane
field are rarely the same defects responsible for nucleating
reversal with an out-of-plane field.

To gain further insight into the mechanism giving rise to
these results, we performed micromagnetic simulations using
the object-orientated micromagnetic framework �OOMMF�
simulation package, including edge-error corrections.25 For
these simulations, we used the following materials param-
eters, which are practical values for this material:12 magne-
tization Ms=5�105 A /m, out-of-plane uniaxial anisotropy
energy K=8�105 J /m3, damping constant �=0.1, and an
exchange stiffness constant A=1�10−11 J /m. The thickness
of the material was set at 12 nm with a cell size of 1�1
�3 nm3. Unless otherwise stated, the defects are modeled
as a 10-nm-diameter region of modified anisotropy to simu-
late a defect grain or region and extends through the entire
thickness of the material to simulate a columnar grain struc-
ture. Simulations were performed on an isolated 50-nm-
diameter nanostructure with the applied field offset by 3°
from the surface normal to break the symmetry. We note that
no thermal fields were used in these simulations, and there-
fore simulate the system at T�0 K. The typical conse-
quence of this condition is that the reversal field is signifi-
cantly higher than in experiment where the system is
thermally assisted.

We first consider the case where the defect consists of a
reduction in the magnitude of the anisotropy. Figures
7�a�–7�c� show the dependence of the switching field Hsf on
the magnitude of the defect anisotropy, size, and location of
the defect in the nanostructure, respectively. The results
show a strong dependence of the switching field on the mag-
nitude of the defect anisotropy and the size. However, only a
small effect on the position of the defect is observed, which
has the slight reduction in Hsf as the defect nears the edge of
the nanostructure.

Since we show that the defects appear to result from a
variation in anisotropy axes instead of �or in addition to� a
change in the magnitude of the anisotropy, we also simulated
defects for which the anisotropy axis is canted with respect
to the surface normal. In this case, we keep the anisotropy
constant and only vary the anisotropy axis. We define the
anisotropy axis in polar coordinates as depicted in Fig. 8�a�.
In this convention, �def =0° corresponds to an out-of-plane
anisotropy axis and �def =90° corresponds to an in-plane an-
isotropy axis. For simplicity, we focus on the three cases
shown in Fig. 8�b�. The switching field was simulated as the
defect polar angle �def is rotated from out-of-plane to in-
plane along the azimuthal angle �def, the projection onto the
x-y plane of which is shown as the arrow in Fig. 8�b�. The

results of the simulations are summarized in Fig. 8�c�. Sig-
nificant differences of the dependence of the switching field
on anisotropy angle were observed for the three cases in
question. These simulation results suggest that both location
and anisotropy-axis orientation are equally important in de-
termining the reversal field. Indeed, the dependence of
switching field on the range of values considered for �def is
comparable to those obtained from defects modeled strictly
as variations in anisotropy magnitude �Fig. 7�. As a result,
both models could presumably account for the observed
SFDs in nanostructure. However, because of the broken sym-
metry of the in-plane data in Fig. 4, a distribution of aniso-
tropy axes must �at least in part� be a property of the defects.

Taking the same three cases of defect position and axes,
we then simulated the switching field with an in-plane field.
As with the out-of-plane simulations, the field was offset 3°
��H=93°� to break the symmetry and facilitate identification
of a switching event. Figure 9 shows the result of the in-
plane simulations. For comparison, out-of-plane switching
data are also included as the closed black symbols. The
switching field behavior varied considerably with the differ-

2.0

2.2

2.4

el
d
(T
)(a)

1 0

1.2

1.4

1.6

1.8

2.0

S
w
itc
hi
ng
Fi
e

Defect size = 10 nm

2.2

2.4

ld
(T
)

d

0 2 4 6 8
1.0

Anisotropy (x105 J/m3)
(b)

1.2

1.4

1.6

1.8

2.0

S
w
itc
hi
ng
Fi
el d

Kdefect=
4 x105 J/m3

2.2

2.4

d
(T
)

0 10 20 30 40 50
1.0

Defect Diameter (nm)

(c)

1 2

1.4

1.6

1.8

2.0

S
w
itc
hi
ng
Fi
el
d

x

K = 4x105 J/m3

0 5 10 15 20
1.0

1.2S

Defect Position, x (nm)

Kdefect= 4x105 J/m3

FIG. 7. �Color online� Micromagnetic simulations of the switch-
ing field in a 50 nm structure that contains a defect with a reduced
value of anisotropy as a function of the �a� defect anisotropy, �b�
defect size, and �c� defect position.

INTRINSIC DEFECTS IN PERPENDICULARLY… PHYSICAL REVIEW B 82, 144437 �2010�

144437-5



ent values of the in-plane angle �H. In fact, the minimum
switching field occurs along only one direction, consistent
with the unidirectional in-plane symmetry of the experimen-
tal data. Overall, the in-plane switching field is seen to de-
pend on both the position and orientation of the defect rela-
tive to the applied in-plane field direction. The variation in

the in-plane switching field with �H is consistent with the
experimental data for nucleation sites in larger structures as
well as the in-plane switching data in smaller single-domain
structures. A minimum in switching field exists at �def
�15° –20°, which indicates that defects that have a canted
axis within a narrow range of angle may be most influential
in nucleating reversal. However, simulations on all configu-
rations of defect anisotropy would need to be performed in
order to confirm such a conclusion.

Comparison of the simulated results for the in-plane and
out-of-plane switching data shows that these quantities can
have very different values, as well as angular dependencies.
This is an important result since these simulations are con-
sistent with the lack of correlation between the defects ex-
perimentally identified with an in-plane field and the easy
switchers identified with an out-of-plane field. To serve as an
example, Fig. 9�d� shows that below �35°, the nanostructure
will not be considered an easy switcher with an out-of-plane
field since there is no reduction �but actually a small in-
crease� in the switching field. However, with an in-plane
field applied along the �H=270° direction, the nanostructure
will reverse at a considerably reduced field. Thus, we have
established a mechanism in which the defect responsible for
nucleating reversal depends on the applied field orientation.

The above evidence suggests that analysis and modeling
of such defects should consider a variation in the anisotropy
axis in addition to a variation in anisotropy magnitude to
better describe realistic systems. The physical origin of the
defects identified in this work are still uncertain, although
some evidence indicates that misaligned grains and/or local-
ized variation in the multilayer thickness contribute.10,11 Fu-
ture work to quantify and separate the variation in anisotropy
axis and magnitude would further improve the understanding
and ability to model such material systems. Of great impor-
tance to technology, however, is how the defects identified in
this study will affect the switching process in the high speed
�	1 ns� regime where both spintronics devices and BPM
will likely operate. Such measurements provide many oppor-
tunities for future work and experiments.
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FIG. 9. �Color� �a� Summary of the color con-
vention used to distinguish the applied field di-
rections used. ��b�–�d�� Micromagnetic simula-
tions of in-plane switching fields as a function of
the polar angle of a canted defect anisotropy axis
for the three cases. For comparison, the simulated
out-of-plane switching field data is included as
the black data points.
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Finally, realistic nanostructures will likely contain contri-
butions from both intrinsic defects, as well as extrinsic de-
fects such as edge damage12 and roughness. Both of these
factors have been shown to have significant influence on the
reversal properties in perpendicularly magnetized nanostruc-
tures. The current work focuses on the behavior and proper-
ties of intrinsic defects. The use of the prepatterned fabrica-
tion process was intentionally used to minimize the influence
of extrinsic edge defects on the system. However, for most
applications the prepatterned process is not a practical ap-
proach. As a result, models need to be developed and future
experiments need to be designed that include �and correlate�
intrinsic defects and extrinsic contributions.

In summary, magnetic defects with a modified local an-
isotropy can be identified by the application of an in-plane
field and subsequent imaging with MFM. In-plane angular-
dependent measurements indicate that the anisotropy axis of

magnetic defects in Co/Pd multilayers is locally canted.
Measurements on smaller structures show that defects iden-
tified with an in-plane magnetic field do not correlate with
the easy switchers identified with an out-of-plane field. Mi-
cromagnetic simulations show the reversal field is highly de-
pendent on the applied field direction, the position of the
defect within the structure, and the defect anisotropy axis
orientation. The simulations also predict very different trends
in the switching properties when an in-plane or out-of-plane
field is used, consistent with the experimental results.
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