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Micromagnetic simulations of spin-wave normal modes and the resonant field-driven

magnetization dynamics of a 360° domain wall in a soft magnetic stripe
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Spin normal modes of a 360° domain wall trapped in a stripe are investigated by micromagnetic simulations,
for two in-plane field excitation directions. Within the substructure of the 360° domain wall, we identify highly
localized, low-frequency spin-wave well-type modes on the lateral boundaries and in the surrounding subdo-
main walls. At intermediate frequencies, oscillations distributed over a range of modes located in different
regions of the substructure’s domain walls are found. Higher-frequency oscillations such as quasiuniform and
multinodal spin-wave modes are identified inside each of the constituent subdomains. Mode splitting due to
interaction with traveling spin waves is found. Indications are that domain mode quantization due to confine-
ment effects induced by the constituent domain walls are relatively weak. Strong hybridization between
domain and domain-wall modes are likely to occur within a certain frequency interval. Finally, we resonantly
drive the system at the four lowest frequency modes, whereby the in-plane behavior of the 360° structure
displays translational, breathing, and wobbling motions.
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I. INTRODUCTION

The 360° domain wall (DW), which is a composite object
consisting of two coupled oppositely polarized transverse
DWs (Ref. 1) is mostly mentioned in relation to an incom-
plete reversal in a magnetic element. It can, for instance,
form when attempting to reverse the magnetization in a
nanostripe from a remanent C state. Once formed, it resists
the completion of the reversal over a rather large field inter-
val, significantly increasing the switching field. It is therefore
thought of as a nuisance from a device point of view. There
are however potential applications of such a DW. Hertel et
al. found that when spin waves (SWs) pass through a 360°
DW, they can be phase shifted by 180°.2 Therefore, it should,
in principle, be possible to use these DWs as components in
SW interference devices. To effectively use the DW as a
phase shifter, information on its frequency response is impor-
tant. An additional potential usage is as bit storage entities
since the constituents of the 360° DW, may act as a logical
“1” and “0.” A device geometry whereby they could be
placed is in stripes. Recently, Mascaro et al. conducted mi-
cromagnetic simulations on the interaction between a trans-
verse DW (TDW) and a 360° DW in a multilayer stripe and
found that the stray field from a 360° DW in the hard layer
could effectively act as a pinning site for a TDW in the free
layer.> The advantage over geometrical constrictions as a
pinning site is that it should be experimentally possible to
create and annihilate a 360° DW at will. The creation can,
for instance, be accomplished by engineered TDW
collisions.* Annihilation of the DW could efficiently be
achieved by using a spin-polarized current, whereby the
whole DW structure should move in a translational manner
along the stripe to finally be pushed out at the far edge.
Additional applications may be that of SW generation and
multiplication; Hermsdoerfer et al. showed by micromag-
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netic simulations that a pinned TDW could act as a spin-
wave frequency doubler, whereby it emits SWs at twice the
frequency of its own resonance frequency.’ Therefore, apart
from a fundamental interest, there are reasons to study the
frequency response of 360° DWs. There has not to date been
a systematic study of the normal modes and field-driven os-
cillations of the 360° DW. Muratov and Osipov theoretically
investigated their stability and reversal mechanisms in con-
fined geometries.® From a dynamics point of view, Shamsut-
dinov and Nazarov theoretically probed some aspects of
small oscillation vibrations of a 360° DW in a massive
uniaxial ferromagnet with a large quality factor.” However,
the dynamical behavior in soft magnetic, geometrically con-
fined structures remains to be uncovered. In this paper, we
perform micromagnetic simulations to explore the normal
modes of a 360° DW trapped in a permalloy stripe as a result
of uniform field perturbations. Further, we drive the DW at
resonance and visualize the corresponding DW motion. The
simulations are performed with our own code whose charac-
teristics are described in the next section. A previous version
of the code was benchmarked against the micromagnetic
standard problem 4.8 Comprehensive benchmarking of the
current version can be found in the supplementary material
where it shows very good agreement to the OOMMF package’
for a test problem covering both static and dynamic cases.!?

II. MICROMAGNETIC TECHNIQUE AND SIMULATION
DETAILS

Within the micromagnetic approach the magnetization of
a sample is represented by a magnetization vector M(r) that
varies continuously with position, with a magnitude equal to
the material’s saturation magnetization M,. In this work we
use Cartesian coordinates with M=(M,,M,, M), where the
axes are oriented according to Fig. 1. The interaction energy
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FIG. 1. (Color online) (a) Schematic depicting the geometry and
coordinate axes. (b) Definition of cross sections along the long axis
that are used in the text.

terms taken into account are the exchange, demagnetizing,
and Zeeman (externally applied field) energies. Magneto-
crystalline anisotropy and thermal fluctuations are neglected
throughout this work. Within the continuum formulation, the
exchange energy can be written as!!

#m Sm  Fm
Eex:_ Am - ot Tt dv, (l)
v ox dy dz

where V is the sample volume, A the exchange stiffness con-
stant, and m=M/M . The demagnetizing energy is expressed
as!2

Ey=— % H, MdV, 2)
14

in which u is the magnetic permeability in vacuum and H;
is the demagnetizing field. Finally, the Zeeman energy is
evaluated as

EZ= - /Lof HA . MdV, (3)
\4

where H, is the externally applied magnetic field. From the
total energy density, E,,,/ V=(E,.+E,;+E,)/V, the associated
effective field term acting on M can be calculated from
Heff=—,u,5'V‘1 JE,,, /M. The effective field is then com-
prised of the exchange, demagnetizing and applied fields;
H.=H. +H;+H,. In effect, the exchange field is written as

Hexzﬂzzzan and the applied field is simply H,. The de-
0 s

magnetizing field is expressed as Hd=—]</M, where N is the
demagnetization tensor, whose elements are evaluated ana-
lytically following the derivations of Newell et al.'® To cal-
culate the time dependence of M, we solve the Landau-
Lifshitz (LL) equation of motion,'>!4

oM ay,
(1+a?)— == %[M X Hyg] - —2{M X [M X Hygl},
ot M,

(4)

where « is a phenomenological damping parameter, ¢ the
time, and 7, the gyromagnetic ratio (2.21 X 10° m/A s used
here). The first term on the right-hand side of Eq. (4) de-
scribes the precession of M around H,g and the second term
is the dissipation providing a relaxation directed toward H_.
The equilibrium condition for a given distribution of M is
M X H_;=0. In order to simulate the system, the continuum
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representation has to be discretized. In this work we consider
a stripe of length L=1536 nm, width w=75 nm, and thick-
ness =9 nm. We employ a finite-difference scheme,
whereby the continuum is discretized into a spatially invari-
ant mesh with cells having dimensions (Ax,Ay,Az)=(3
X 1.5X9 nmd), i.e., 512X 50X 1=25 600 cells. Each cell is
represented by a magnetization vector M. The second deriva-
tives in the expression for H,, is approximated by a three-

point stencil in each spatial direction, e.g., %52: é
+A,£)-2m(r)+m(r—A,£)] and similarly for the y and z de-
rivatives. The demagnetizing field at a point r; due to dipoles

at points r; is expressed as H;:—Ejﬁ(ri—rj,Ax,Ay,Az)Mj.
Due to the form of this expression, fast Fourier transform
(FFT) techniques are used for its evaluation.'>!'® The LL
equation [Eq. (4)] is numerically integrated using a fifth-
order Runge-Kutta scheme with Cash-Karp coefficients.!0~!
In this work, material parameters typical for permalloy are
used with A=13 pJ/m and M,;=800 kA/m. To trap a 360°
DW in the stripe, the magnetization vectors (M’s) are initial-
ized to a configuration close to the desired DW structure and
the system is let to relax toward equilibrium with a high
damping coefficient «=0.9 and adaptive time stepping in
order to reach convergence quickly. The system is considered
to be in equilibrium when #|M X Hey| =107 in each cell.
In order to calculate and visualize spin-wave modes, the sys-
tem is first perturbed with a 5 Oe field, h,,, along +x and let
to reach equilibrium, using the same « and equilibrium con-
dition as when creating the initial DW configuration. Then,
setting h,=0, @=0.01 and a constant integration time step
At=5.66"'* s, the free oscillation ringdown of M in each
cell is recorded, sampling every 2.26 ps. Local FFT power
spectra are computed for each cell and then summed over all
r; to obtain a total spectrum; P_=3,[Sm.(r;,t;)e>™4|%.!° Im-
ages of the spatial variation in oscillation power correspond-
ing to the resonance peaks of interest in the total spectrum
are then selected and visualized. An identical procedure is
then followed for a 5 Oe perturbation h,, along +y. For the
case of resonant driving of the system, we select the fre-
quency of interest and apply a global Zeeman term varying
in time as Hy=h=H, sin(27ft), where H, is the field am-
plitude (applied either along x, or y), f is the frequency, and
t is the time.

III. RESULTS AND DISCUSSION

For the characterization of the normal modes, we shall
first need to study the equilibrium magnetization and effec-
tive field distributions. Figure 2(a) shows a color plot of the
relaxed static magnetization distribution of the entire stripe, a
blown-up region around the 360° DW (with characteristic
regions marked I-V) while (b) shows the corresponding vec-
tor plot. Here, regions I and V should be understood to ex-
clude the edge domains (EDs). The 360° DW in Figs. 2(a)
and 2(b) may be thought of as a composite object comprised
of two distorted coupled TDWs of opposite polarity. We will
henceforth denote the constituent TDWs as y-domains;
+y-domain for an in-plane magnetic polarization along +y
(region II in the figure) and —y-domain for a magnetization
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FIG. 2. (Color online) (a) The static magnetization distribution of the entire sample (y component) with arrows indicating the local
magnetization directions and a blow-up region with characteristic areas marked I-V. (b) Vector plot of the magnetization distribution (not all

vectors shown). (c) abs[(rotM).]. (d) x and y components of the exchange field H,

H?,, demagnetizing field H}, H, the effective field Hyg,

X

Hy and Heg-M/ M all with data scales in units of kiloampere per meter. (¢) Her-M/ M| on the cross-section YY' as defined in (b). (f) M,

M,, and Hey-M/M on Y=w/2 [dashed horizontal line in (b)].

along —y (region IV in the figure). The 360° DW is a head to
tail DW, in this case with a magnetization along +x on the
left (region I) and right (region V) sides of the 360° DW. The
separating area (region III) between the y-domains has an
average magnetization along —x. These characteristics lead to
the expectation of at least two basic in-plane dynamical be-
haviors when driving the system with small in-plane fields
along either x or y; applying a small field along +x should
initially compress the y-domains (letting region I and V grow
at the expense of III), while a field along —x should move the
y-domains further apart (expanding region IIT). Therefore,
one behavior should be an in-phase oscillatory translational
motion of the y-domains along x. Further, if the perturbation
is applied along +y, the +y-domain will expand while the
—y-domain will shrink and vice versa for a field applied
along —y. Therefore, another expected behavior is out-of-
phase breathing of the y-domains (i.e., when one y-domain is
expanded the other one is contracted). We will later also see
wobbling, i.e., periodic tilting motions of the y-domains.
As we considered some expected vibrational behaviors of
the 360° DW as a whole, viewed in terms of a DW of the

stripe, we must now consider the DWs “substructure.” These
are the Neel walls surrounding the y-domains. In order to
guide the eyes in visualizing the spatial extension of these,
we have plotted abs({rotM},)=|{dM/dx—JM,/dy}z| in Fig.
2(c), whereby a high intensity of blue color indicates the
presence of a DW.22! In the text, we shall at times refer to
the DWs of the substructure in terms of the characteristic
regions marked in Fig. 2(a). From now on when we speak
about a DW we shall refer to the (I-1I), (II-III), (IT[-IV), and
(IV-V) transient regions as DWs and the domains are the
y-domains and the (IIT) domain. Whenever we talk about the
composite object we shall refer to it as the 360° DW. From
Fig. 2(c) we see that the spatial inhomogeneity of the DW
cores are significantly large. Next, we need to address the
spatial distribution of H.; which is generated by this equi-
librium magnetization distribution. From other works, it is
known that spin excitations may be trapped and/or scattered
in narrow regions of inhomogeneities of the effective field,
thus causing localized modes in the DW cores and at
edges??>~3? or imposing a confining boundary leading to SW
quantizations, similar to geometrical confinement.”>* The
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computed effective field is shown in Fig. 2(d) as the (x,y)
components of the exchange, demagnetizing, and effective
(exchange +demagnetizing) fields at equilibrium. To create a
map of the field inhomogeneities, we plot the total field gen-
erated by the equilibrium magnetization, H.; as
H_;-M/M > We can see from the constituent components
of HY that there are two contributions to narrow dips in the
field profile; the DW cores as described above and the top
and bottom of the y-domains where there are free poles,
yielding narrow wells due to large demagnetizing fields. This
is clearly shown in the line plots, taken at different cross
sections of the structure. Figure 2(e) shows H along the
section YY’ defined in Fig. 2(b). It is comprised almost ex-
clusively by the large demagnetizing fields generated by the
magnetic charges at the lateral edge. Furthermore, it is asym-
metric along YY'. Figure 2(f) shows a cross section of Hyj
along Y=w/2, with a narrow dip as M, changes sign (over
region IIT). The two shallower side dips stem from the (I-II)
and (IV-V) DWs. As found in previous work on multidomain
particles, first, the DWs may act as confinements for SWs,
causing highly localized resonances,?333¢ giving rise to DW
modes.”> The same occurs at edges, where there are large
gradients in the demagnetizing field, being here the regions
at the top and bottom of the y-domains. Second, higher-
frequency modes can occur within the domains, in our case
the y-domains and III-domain, in regions with much smaller
gradients in the effective field distribution, whereby quasi-
uniform modes and higher-order quantized spin-wave modes
occur.?>33-36 Within the set of domain modes, there may be
quantization with nodal lines parallel or perpendicular to the
magnetization vectors, i.e., Damon-Eschbach (DE) or back-
ward (BA) types, respectively. Their quantization may then
consist of two boundaries within a domain; (i) the geometri-
cal ones on L=(0,w) imposing quantization along y and (ii)
the surrounding DWs, imposing quantization along x; When
a SW hits a DW, it will be partly reflected and partly trans-
mitted. The reflectivity (and induced phase shift) indeed de-
pends (among other things) strongly on the wave vector and
thus the wavelength of the incoming SW.3” In fact, a critical
parameter is the SW wavelength in comparison to the DW
width.’” The degree of the DWs confinement effects varies
with frequency.

In general, complications will arise when (i) the DW core
profile (shape and/or depth) varies significantly with position
and (ii) when dynamical dipolar coupling between different
modes is significant. Consequences of (i) may be expected to
give rise to a distribution of oscillations over a range of
modes in different parts of the structure. An example of this
can, for instance, be found in Ref. 26 whereby within the
DWs of a Landau state particle, the corners (which are part
of the DW) exhibit some different modes than the rest of the
diagonal parts. In addition, the SW reflectivity of the DW
should also vary with position if the DW width varies sig-
nificantly, giving rise to very complex reflectances and DW
confinement effects. The type of couplings in (ii) include
dynamical dipole coupling between DW modes and the SW
modes of the domains, DW-DW coupling, coupling of the
modes on the top and bottom of the y-domains to each other
and/or to DWs and domains and domain-domain coupling.
The first of these, i.e., DW and domain SW-mode hybridiza-
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tion was highlighted in Ref. 25 for the case of a permalloy
square in the Landau state, whereby composite absorption
peaks in their measurements were, based on micromagnetic
simulations and analytical calculations, attributed to coupling
between domain SW modes and fundamental vibration
modes of a DW. In our structure, we will initially expect
SW-mode localization at the lateral edges (where the
y-domains generate large demagnetizing fields) and within
the (I-1I), (II-II), (I-IV), and (IV-V) DWs. Further, in re-
gions with a higher degree of effective field homogeneity
away from the edges in the y-domains, we expect to excite
quasiuniform-type domain modes and higher order multin-
odal BA and DE SW modes.

In this work, resonances are excited by uniform in-plane
magnetic fields along the x and y directions. The modes that
will be excited are sensitive to the relative orientation of
their magnetization distribution and the excitation direction,
i.e., to the symmetry of the exciting torque.’® Regions where
h, XM # 0 are where the perturbation will couple to. In ef-
fect, the results here represent a limited set of possible
modes. The total power spectra for perturbations along x and
y are shown in Figs. 3(a) and 3(b) (blue lines), respectively.
In addition, for comparison purposes, the corresponding cal-
culations for the case of the stripe without the 360° DW (red
dashed lines) have been carried out.

We will now discuss the cases corresponding to modes
excited by a perturbation h,[lx (case I) and h,|ly (case II). In
the last section we shall drive the system at the frequencies
of the highest intensity peaks for each of these cases and
analyze their behavior.

A. Case I: h||x

Figure 3(a) shows a limited section of the total FFT power
spectrum for case I with images of the FFT power spatial
distribution at some selected frequencies. The blue solid line
(with DW) corresponds to the stripe containing a 360° DW
and the red dashed line (no DW) corresponds to the stripe
without the 360°. Spin-wave modes that have their maxi-
mum FFT power in the stripe’s edge regions (as x— 0 and
x— L) are denoted EM(n), i.e., edge modes, where n is the
number of nodes. All other selected peaks are named «,
B, ...,m and correspond to spin-wave modes that appear to
exist due to the presence of the 360° DW. The spatial distri-
bution of the FFT power of each indexed peak is in Fig. 3
plotted in the region of interest, i.e., either the 360° DW or
ED region. For this excitation geometry there is no coupling
to regions I and V since h, X M=0. We expect coupling to
the y-domains, the DWs around them and the EDs and, ob-
servations of traveling SWs in I and V should stem from
ones radiated by the 360° DW and/or EDs. As an example of
SW radiation from the 360° DW, we have plotted the FFT
power within the entire stripe for the § mode (11.22 GHz).
These SWs travel and interfere. Therefore, above the forbid-
den traveling SW frequency gap of the stripe, the standing
wave pattern formed by them also contributes to the spec-
trum. EMs are not the object of this paper but we include
them in the spatial FFT plots for completeness. Due to the
shape of the EDs, the corresponding oscillation power distri-
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FIG. 3. (Color online) (a) Total FFT spectrum for the case where h,llx. Peaks indexed a-7 correspond to modes with dominant FFT
power within the DW regions. EM(n) means power concentrated to the stripe edges, with n being the number of nodes. The spatial
distributions of the FFT power are shown as 3D maps within the region of interest, i.e., for a-7 the spatial plots are within the DW area and
for EM(n) modes, the data is plotted close to the stripe edge (as x— 0 and x— L). (b) As in (a) but for the case hylly. Here, UM stands for

uniform mode.

butions are not spatially symmetric as can be seen for
EM(0)(4.32 GHz), EM(1)(9.5 GHz), and EM(2)(15.1 GHz).
One thing worth mentioning however, is a noticeable fre-
quency shift, Af=200 MHz of the EM(2)-peak between the
cases “With DW” and “No DW,” which is not observed for
EM(0) and EM(1) (see the inset in the total spectrum). The
image of the spatial FFT power for EM(2) was plotted here
for the case With DW. EM(0) cannot emit SWs that traverse
the whole stripe since its frequency lies deep within the for-
bidden band gap. EM(1) can however, but no substantial
frequency shift is seen (the blue and red lines coincide well).
We can also exclude the possibility of the relative frequency
shift between the two cases to be the result of a 360° DW
normal mode occurring close to the frequency of the EM(2)
because looking at the FFT power throughout the stripe, the
oscillation power is always dominantly concentrated to the
ends (not shown here) and is actually weakest across the
360° DW. The reason for the observed Af is likely to result
from SW interactions with the 360° DW which we will later
see is the reasonable cause.

Let us now consider peaks pertaining to the presence of
the 360° DW. A more detailed view of FFT-power distribu-
tions is shown in Fig. 4. We notice from Fig. 3(a), that « and
B have much more power than other modes. These oscilla-
tions are concentrated to the lateral edges of the stripe cor-
responding to the top and bottom of the y-domains where
there are surface charges and consequently large demagne-
tizing fields. Thus, we can directly correlate them to the H(j;
profile in Fig. 2(e) with strong concentration of FFT power
in the deep extrema of Hj; (or rather HY which is dominating
on this cross section). Cross-sectional line plots along y
through the maxima of the FFT power and H;ff are shown in
Figs. 4(a) and 4(b). In addition, from the FFT data, we find
that the phase (not shown here) between the maxima for «
are 7r out-of-phase, so that taken on a cross section Y=0 the
mode profile is antisymmetric. In fact, we find no other peak
corresponding to a symmetrical @« mode implying that the
two oscillating components are strongly dipole coupled.
Similarly, phase data for 8 shows that the maxima on Y=0
are 7 out-of-phase with respect to each other and similarly
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FIG. 4. (Color online) (a) The spatial distribution of the FFT power for the o resonance with a line plot of the FFT power and Hy along
a cross-section YY' running through the point of maximum FFT power on Y=0 (indicated by the red dotted line). (b) As in (a) but for 8 with
the cross section running through a maximum on Y=w. (c) Spatial FFT-power distribution maps around the 360° DW for different modes
discussed in the text along with abs({rotM},) and H‘;ﬁ maps. Note that the spatial FFT plots have different data scales and the intensities
cannot be directly compared. (d) Sampling of the spectral composition of a peak at 23.12 GHz discussed in the text. (e) FFT-power line
profiles for the three domain modes in (c), each normalized to their respective maximum value.

on Y=w and that the oscillatory components are in-phase
across the diagonal reflection line connecting the maxima
[see also Figs. 9(g) and 9(h)]. If, we for a moment consider
each y-domain separately, & and B compare quite well to
modes reported on for onion-state ring structures, where
TDWs constituted the DWs defining the onion state.”®° «
and B are therefore analogous to what they termed outer/
inner EMs. It is noticed that the FFT power is actually non-
zero on the whole cross section and we cannot call them
strictly edge localized in that sense. In Fig. 4(c) we have
summarized the FFT-power distribution around the 360° DW
for peaks y-7 and a selection of other high-frequency pat-
terns along with the abs({rotM},) and H[e(ff maps. Note that
with the current perturbation direction, we do not couple to
the central parts of region III. Regions of coupling are there-
fore to the (I-1), (II-I1I), (III-IV), and (IV-V) DWs and in the
y-domains (and EDs). Let us start by observing y-#. These
appear to be present in different parts of the (I-IT), (II-II),
(II-TV), and (IV-V) DWs. Interestingly, such scattered
modes in the DWs were not reported in the works of the

TDWs in onion-state rings.?>* Looking at the H and

abs({rotM},) maps, all of our DWs are spatially highly in-
homogeneous. Therefore, it is reasonable that we observe
oscillations distributed over a range of modes located in dif-
ferent parts of the DWs. Further, due to the proximity of
these DWs with respect to each other, we cannot exclude
dynamical dipolar coupling between them. As pointed out by
Bailleul ef al.,>> many of the resonance peaks can be of com-
posite nature, such that, when we index a peak at its maxi-
mum point and display the corresponding FFT-power distri-
bution, this may be made up of several other modes. This
would indicate intermode coupling. What was found in Ref.
25 was coupling between the vibrational DW modes and the
SW modes of the domains. In their case, the DWs were well
separated and inter-DW couplings could be neglected. This is
however not necessarily the case here and it is not clear how
to separate the different coupling effects for our case with
spatially inhomogeneous DWs. It should be noted that e-7
exhibit some spreading into the y-domains. It is therefore
possible that this is an effect of a coupling between DW and
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FIG. 5. (Color online) (a) The
shape of the hard shell, whereby
the equations of motion are solved
within the gray regions. Black ar-
eas are dynamically still. (b)—(e)

18 different parts of the resulting
spectrum from the hard shell
simulations, discussed in detail in
the text. Black lines are the “hard
shell case” and blue dashed lines
correspond to the original simula-
tion. The red rectangle in (e) high-
lights the frequency region where

the original simulation shows a
broad region with tightly spaced
peaks.

18 21 24

27 30“ 33
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domain modes. At frequencies above 7, oscillations with a
high degree of spreading within the y-domains are observed.
We therefore make a distinction to call the modes found
above 7 as (y) domain modes. A small selection is shown
within the interval 18.02-61.98 GHz, where we find the qua-
siuniform mode of the y-domains and multinodal quantized
SW modes of BA-type (see 25.03-61.98 GHz). These are
analogous to domain modes in TDWs in rings,>* here with
the difference that in this structure we have a non-negligible
dipolar coupling between the y-domains. At these higher fre-
quencies, there appears to be many variations in domain
modes such as those shown at 18.02, 23.12, and 25.03 Ghz.
In fact, there is a wide frequency interval (20-31 GHz),
where a large number of varieties of domain modes are
found and the spectrum is broad with many tightly spaced
peaks [see the blue dashed line in Fig. 5(e)], similar to the
ones shown at 18.02, 22.12, 23.12, and 25.03 GHz (but with
variations in the location within the y-domain of the global
FFT maxima). Embedded in this region are also other n-node
BA domain modes (not shown here). Then at 31.62 GHz
(spatial plot shown in figure), this broad region is interrupted
by a clear peak approximately ten times higher in amplitude.
We also checked the composition of the spectral peaks and
show a sample of this in Fig. 4(d) where the peak maximum
is at 23.12 GHz (") and two points within the linewidth at
approximately *100 MHz, f* and f~, respectively, are
sampled. Note the differences in the location of the global
FFT maxima within the y-domains. This should not be a
numerical artifact since as we stated, at 31.68 GHz, a clear
peak, approximately ten times higher in amplitude than the
peaks in the broad distribution just described, appears with a
“clean” multinodal structure. It should be noted that at lower
frequencies (=18 GHz), the peak composition is more ho-
mogeneous and well defined, i.e., the spatial distributions of
the oscillations do not vary much within the linewidth of the
resonance peaks. One possibility is, that at higher frequen-

27
f (GHz)

30 33 36

cies, the occurrence of a smearing in the resonance spectrum,
where there is a large set of domainlike modes spaced very
tightly in frequency are the results of strong coupling of both
quasiuniform and multinodal domain modes to the DWs and
in addition interdomain coupling (here coupling of the do-
main modes in the +y and —y domains). In addition, it is
possible that at these SW wavelengths the confinement con-
ditions imposed by the DWs result in more complicated re-
sultant patterns. We have therefore, in general, several effects
that may contribute to the observed phenomena; (i) effects of
SW confinement by DWs, (ii) dynamic dipolar coupling be-
tween DW and domain modes, (iii) inter-DW coupling, (iv)
intercoupling of the lateral edges (top and bottom of the
y-domains and in turn coupling of them to DW and domain
modes), and (v) influence of generated SWs that have trav-
eled out from the y-domains, been reflected at the EDs
and/or physical edges and then returned back (including as-
sociated phase shifts) as well as radiated SW from the EDs.
A separation of all of these is however not possible within
the data collected for these simulations and apart from the
work in Ref. 25 dealing with more homogeneous DW cores
and domain magnetizations, we do not know of any analyti-
cal work dealing with highly inhomogeneous DWs that may
be applicable to our case. However, certain (qualitative) in-
formation may be obtained regarding points (i) and (v) here;
Let us initially uncouple (i) and (v); For confining bound-
aries imposed by the DWs surrounding the y-domains one
may expect to see SW quantization along x, i.e., DE modes.
In the frequency region (18-31 GHz) we see the tendency
toward such effects [see, e.g., 22.12 and 23.12 GHz in Fig.
4(c)]. The example shown at 18.02 GHz also indicates the
simultaneous occurrence of BA and DE modes. We are in-
terested in acquiring information regarding the degree of
DW induced SW confinement along x and how this may
affect the spectrum in the diffuse region 18-32 GHz. It is
instructive to consider a case of perfectly reflecting DWs and
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in addition suppress any incoming SWs from regions I and V.
If we indeed have strong reflectances from the DWs we may
expect to find some similarities to the artificial case of per-
fect reflection. In a rough calculation, we therefore imposed
the extreme case of “hard boundaries” around the y-domains,
meaning a SW reflectivity of unity. In so doing, we must take
care to retain the magnetization distribution and dipolar cou-
plings in the y-domains. In order to put a “hard shell” around
the y-domains, we fixed the M’s in locations where m,
=0.999 and along two computational cells in between the
y-domains. The latter was assumed to be reasonable due to
the observation that this region appears to be more or less
dynamically inactive, judging from the spatial FFT-power
plots. The resulting dynamically active region is shown in
gray color in Fig. 5(a). Black color here means regions where
M are fixed and where Eq. (4) is not solved. All dipolar and
exchange couplings are retained between the active and fixed
regions in order to keep the same initial magnetization dis-
tribution within a y-domain. The system is then perturbed
with h,, [lx as before [but coupling only now to the gray areas
in Fig. 5(a)] and then let to relax. The resulting total FFT-
power spectrum is summarized in Figs. 5(b)-5(e). The «a and
B modes are recovered at low frequencies but shifted to
slightly higher frequencies [Fig. 5(b)]. In Fig. 5(c), we see
that also vy, £, and 7 are more or less present as well, again
shifted toward higher frequencies. However, the € and &
modes are completely suppressed. Now, in imposing a hard
shell, we expect to have slightly suppressed translational,
wobbling, and breathing of the whole y-domains which are
expected to occur, as we discussed previously in the text (and
that we shall see explicit examples of in the last sections
when we continuously drive the system). The system is in
that sense “stiffer,” which may explain the shifting of the
observed low-frequency modes to slightly higher frequen-
cies. In total, within the region of DW modes we reproduce
the main modes quite well. The reason for the absence of e
and & cannot be resolved for certain by this simulation since
we have eliminated traveling SWs from other parts of the
stripe. We will estimate their effects later on in the text. We
now turn to the domain modes in Figs. 5(d) and 5(e). Here,
we find the expected clear mixture of DE and BA modes due
to two-dimensional (2D) confinement. Notice also that the
multinodal BA mode at 31.6 GHz coincides with the first
simulation. We may now compare the broad region (18-32
GHz) in the original simulation to this one. A noticeable
similarity between the mode at 18.02 GHz in Fig. 4(c) and
the one at =19 GHz in Fig. 5(d) is noticed. At other fre-
quencies there are much more DE influences on the modes
than in the original simulation. In general, one notices a
more well defined clear spectrum corresponding to the hard
shell simulation; Fig. 5(¢). Since we know from the hard
shell calculation that the y-domains are likely to sustain a
large population of n-BA X m-DE modes for highly reflect-
ing boundaries, the lack of them in the original simulation
suggests (but not proves) that the DWs in this frequency
interval imposes relatively weak confining boundaries along
x for SWs.

In the hard shell simulations, we have cut off any influ-
ences induced by the SWs coming from other parts of the
stripe [point (v)]. These will now be investigated and the
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FIG. 6. (Color online) (a) Schematic of the setup for using SW
absorbers. Green color are areas where there are domain walls that
radiate SWs and orange color is where the damping is linearly
varied according to the graphs below. (b)—(d) Different parts of the
spectrum using SW absorbers. Blue solid lines correspond to the
case with the absorbers and black dashed lines to the original
simulation.

results cross checked with the previous results; For the fol-
lowing simulation, the hard shell is turned off in order to turn
any DW quasiconfinement effects back on and SW absorbers
are artificially placed between the y-domains and EDs. This
is schematically shown in Fig. 6(a). The idea is as follows;
since we do not couple to regions I and V by this perturba-
tion, SWs should be emitted from both sides of the
y-domains and from the EDs. We therefore put regions with
varying damping in between to absorb the SWs, thus pre-
venting them to be reflected and to travel back into the
y-domains, as well as absorbing SWs radiating from the EDs
flowing directly toward the 360° DW. The damping is varied
linearly from 0.01-1 and from 1-0.01 within the absorbing
areas [see Fig. 6(a)]. The simulation procedure and data pro-
cessing are performed in the identical manner as previously.
The result is shown in Figs. 6(b)-6(d). In Fig. 6(b), @ and B
are found completely overlapping with the original simula-
tion as well as EM(0). Also, y and 7 are fully recovered [Fig.
6(c)]. However, some changes are noticed between 10 and
12.5 GHz as shown in Fig. 6(d). Several peaks from the
original simulation are in this case suppressed and the € and
6 modes are not present. Instead we find only a {-looking
mode at =12.35 GHz. In fact, observing it closely, it con-
tains elements of € and &. This is a clear indication of the
effects of interference from traveling SWs that are present
without SW absorbers. The effect then of such SWs here is
splittings of DW modes into a set of its constituent compo-
nents. It is now also apparent that the suppression of € and &
in the hard-shell simulation is unlikely to be due to confine-
ment effects along x but rather to the absence of interfering
reflected SWs. With respect to the diffuse region 18—32 GHz,
using SW absorbers do not affect its appearance, i.e., it re-
mains as a broad region containing many tightly spaced
peaks such as the blue dashed line in Fig. 5(e). The reason
for its appearance is therefore likely to stem predominantly
from dynamical dipolar coupling between domain and DW
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FIG. 7. (Color online) (a) The spatial distribution of FFT power for the discussed modes along with abs({rotM},) and Hle°f} as well as
examples of plots of the entire stripe showing SWs traversing the whole geometry. (b) Line plots of the FFT-power profile along x on Y

=w for 6 along with the pertinent effective field component showing

that Hy;; dominates. (c) As in (b) but for ¢ and along a cross section

along x running through the point of maximum FFT power in the (III) domain. (d) Effective field and FFT-power profiles taken along y along

the center of the (IIT) domain, each curve having been normalized to

oscillations (both within each y-domain but possibly also
coupling between one y-domain to the other).

B. Case II: hplly

A section of the corresponding spectrum for this case is
shown in Fig. 3(b) having indexed peaks 6-v and with the
corresponding spatial FFT-power distributions shown beside.
A more detailed plot is given in Fig. 7 along with the Hfgf
and abs({rotM}.) maps (all plots are made around the 360°
DW region). The first peak [EM(0) in Fig. 3(b)] is the same
EM observed in case I with the same spatial FFT-power dis-
tribution and is therefore not shown here. In contrast to the
previous case, we will here couple strongly to the center of
region IIT and negligibly to the y-domains. Further, similarly
to case I resonances will be excited in all of the surrounding
DWs. An additional complication arises here, because h,,
couples ideally to region I and V. Therefore, we will always
excite SWs from the homogeneously magnetized parts of the
stripes which can travel into the 360° DW and interact. Three
selective plots of the oscillation power throughout the whole
stripe are shown at the bottom of Fig. 7(b) (18.45, 19.96, and
23.42 GHz) to illustrate this. Therefore, for frequencies
above the SW band gap it is to be understood that the spec-

its respective maximum value.

tral power includes SWs stemming from regions I and V. At
9.27 GHz, we excite the quasiuniform mode of the entire
stripe. Notice that the presence of the 360° DW divided the
quasiuniform mode into two parts. Further, on top of the
mode there is a ripplelike structure. As in previous works, we
attribute this to a BA-type mode (in terms of the magnetiza-
tion direction in regions I and V) having a similar frequency
as that of the quasiuniform one and with «=0.01 we are not
able to resolve what should actually be two peaks.?®3° The
indexed peaks in the shown part of the spectrum are ones
where the FFT power is much higher in the 360° DW region
than in other parts of the stripe. In Fig. 3(b), the two highest
peaks stemming from the presence of the 360° DW are 6 and
t. From Fig. 7(a) the localization for # can be seen to be on
the top of region III (on Y=w) and on Y=0. The new feature
here is on Y=w. We would however expect this from the H"
profile where there is a narrow well that acts as to confine
SWs. Looking at Fig. 7(b), where line plots along x on a
cross section Y=w are shown, we see that this is so. For ¢,
most of III is activated. The maxima on each side of III
occurs in the region of the (I-II) and (IV-V) DWs. Cross-
sectional plots in Fig. 7(c) illustrate this, taken through the
maximum pertaining to the (III) domain. In general, we find
oscillations localized in different parts of the surrounding
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FIG. 8. (Color online) (a)—(d) Comparison plots in different
parts of the spectrum for case II between the original simulation and
that of using SW absorbers. Blue solid lines are with absorbers and
black dashed lines correspond to the original simulation. The details
are described in the text.

DWs as in case I. A feature of all the modes is the migration
of maxima along y across III at various frequencies. In fact,
we do not find any clear typical (IIT)-domain modes, such as
m-DE types. Taking a section along the center of III along y
and plotting H™ (which is the dominating part of H! there),
we see that it has no flat parts but is rather a large gradient.
The migration of the maxima therefore seems reasonable.
This is shown in Fig. 7(d). Note that the FFT-power plots,
there have been normalized to their respective maximum val-
ues for comparison purposes and therefore does not reflect
their actual relation in intensity. Influences of inter-DW in-
teractions etc., have been discussed in the previous paragraph
(case T) and should also apply to case II. In an attempt to
separate SW contributions from other parts of the stripe, we
performed simulations with SW absorbers, similar to those in
case 1. However, some alterations in the procedure were
made according to the following; the area, subject to the
perturbation, was only that of regions where m, = 0.999. This
would correspond to the gray areas in Fig. 5(a) but also
obviously including the two lines of computational cells
along y in between the y-domains that had been removed in
the previous case. In addition, the EDs were excluded from
the perturbation. SW absorbers with a linearly increasing
damping with distance was then put on each side of the
y-domains. The result is shown in Figs. 8(a)-8(d). For the
lowest frequency modes € and ¢, the spectra of the original
simulation and this one agree perfectly, with the exception of
the EM and the stripe’s quasiuniform modes since they are
not excited. Differences are naturally observed above the SW
propagation band gap [Figs. 8(b)-8(d)], where the spectrum
now is much cleaner and we can more easily identify domain
and DW modes pertaining only to the 360° DW structure.
The u and v modes are the same as before while « is slightly
modified. N is completely absent. Therefore, in the original
simulations, the splitting of peaks resulting in distinct modes
N\ and « are the result of interference from SWs originating
from other parts of the stripe. At even higher frequencies,
above 19 GHz, some unexpected observations are made.
These are shown in Figs. 8(c) and 8(d), whereby multinodal
modes apparently contained within the (I-IT) and (IV-V)
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DWs emerge. Although they may in some sense resemble
vibrational DW modes, at such high frequencies we would
rather call them domain like, where the (I-II) and (IV-V)
DWs now could be considered to act as domains, with the
y-domains then being the separating DWs. Further, they ap-
pear to impose quantization also along x and therefore re-
semble a 2D geometrically confined object.

C. Field-driven dynamics

In order to isolate and visualize the dynamical behavior of
the 360° DW as a whole, we drive the system at some chosen
frequencies. In the previous sections we have had to consider
the 360° DW in terms of its constituent components. The aim
of this section is to grasp an idea of its behavior at a larger
length scale by stimulating it at frequencies extracted from
the previous sections. We have chosen those corresponding
to the highest intensity peaks in cases I and II; «, B, 6, and «¢.
The method of excitation has been described in Sec. II. The
results of driving the system with a field hllx are summa-
rized in Fig. 9, where (a)—(e) apply to 3.24 GHz (a) and
(f)=(k) to 6.04 GHz (8). We wish in addition to the out-of-
plane components also see the behavior of the y-domains.
For full dynamical movies, we refer to the supplementary
material.'? In order to obtain time snapshots of the dynamical
magnetization for both m, and m, at their critical turning
points on the oscillation curves we computed the time evo-
lution of the volume averaged magnetizations in selected
parts of the structure. Since m, and m, have a relative phase
shift, we image them at various points in time. This is sche-
matically shown in the inset in Figs. 9(a) and 9(f). Time
snapshots of the spatial distribution of m, and m_ were then
taken at turning points on the oscillation curves. For the «
mode we can see in Fig. 9(b) a predominantly translational
and breathing behavior of the y-domains and out-of-phase
oscillation for the m, components on Y=0. A dynamical
three-dimensional (3D) snapshot for m, is shown in Fig. 9(c)
whereas cross-sectional line plots together with the effective
field components are shown in Figs. 9(d) and 9(e). For this
mode, the out-of-plane amplitude is substantial, reaching
0.2M and the dynamical out-of-plane effective field compo-
nent is large in magnitude [Figs. 9(d) and 9(e)]. Further,
since the breathing of the y-domains is in-phase, the oscilla-
tion profile in Fig. 9(e) is antisymmetric, i.e., there is no
difference in width or amplitude between the left and right
part of the oscillation. The 8 mode has as we saw earlier four
oscillating m, components and to sample images at the oscil-
lation turning points we have tagged five regions (see inset).
We notice here a slightly tilted shape of the oscillations in-
dicating a difference in increase and decrease time. There is
therefore a slight time dependence in the phase relation be-
tween the lower part (regions C and D in the inset) and the
top part (regions A and B in the inset) with a period of a half
cycle. Figure 9(g) shows that the y-domains have an out-of-
phase wobbling/tilting behavior, whereby they tilt in the op-
posite direction at any point in time. Further, Fig. 9(h) indi-
cates that each y-domain actually has a substantial average
tilting out-of-plane along y (with opposite relative tilting
slopes for the +y and —y-domain). This is seen more clearly
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FIG. 9. (Color online) Time domains snapshots of the a and 8 modes during field driving at their resonance frequencies by a 5 Oe field
along x. Left half: (a) the volume-averaged m, and m_ components versus ¢ of regions A and B within a time window during steady state.
Regions A and B are schematically shown in the inset. Points #;-#, are times where the magnetization distribution has been extracted and
plotted. (b) Time snapshots of the spatial distribution of m, and m, in the DW region taken at time points defined in (a). (c) A 3D plot of m,
at t=t,. (d) Line plots of the dynamic m, and H:j* at t=t, along a cross-section defined in (b) by the vertical red dashed line. (e): Line plots
of m, and H.;* on Y=0 taken at r=1,. Right half: (e) the volume-averaged m_ and m, components versus ¢ of regions A-E within a time
window during steady state driven oscillation. The tagged regions are shown in a schematic on the top right of the graph. Spatial distributions
of m, and m, are taken at times #,-#4. (g) Snapshots of m, and m, taken in the DW area at times #,-t4. (h) 3D plot of m, at t=¢,. (i) Line plot
of the dynamical m. and HXj* on a cross section as defined by the red dashed vertical line in (g). (j) Line plot at r=7, of m_ and H:;* on

Y=w. (k) As in (j) but on Y=0.

in Fig. 9(i), where a cross section YY' of the dynamical m,
component along with the dynamical effective fields are
shown. Figs. 9(j) and 9(k) display cross sections of m, and
the effective field components giving an idea of the spatial
extension along x of the mode profile. Shown clearly here is
the relatively smeared H} profile on Y=w as compared to
Y=0. Thus the oscillations on Y=w have a larger lateral
extension along x. Again, as in the driven « case, the mode
profiles indicates that any y-domain breathing occurs in-
phase as the width and shape of the line profiles are (by eye)
antisymmetrical. The methods and procedure to visualize
driven dynamics when hlly is exactly the same as for the
previous driving cases. The result of driving the € and ¢

modes are shown in Fig. 10. For the 6 case, the y-domains
are also wobbling [Fig. 10(b)] as for 8 but this motion is now
in-phase (i.e., tilting in the same directions for any point in
time). Looking at Fig. 10(c) the profile exhibits an out-of-
plane angle throughout the y direction, i.e., there are no flat
parts of the profile running through a y-domain. The oscil-
lating m, components on Y'=0 are in-phase but out-of-phase
with the one on Y=w [compare Figs. 10(d) and 10(e)]. The
line profiles shown in Fig. 10(d) show perfect symmetry be-
tween region B and C indicating that if there is a subtle
breathing of the y-domains it is in-phase. The driven ¢ mode
differs substantially from the others. In this case there are no
pronounced maxima on ¥Y=0 and instead, most of region III
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FIG. 10. (Color online) Time domains snapshots of the § and ¢ modes during field driving at their resonance frequencies by a 5 Oe field
along j. Left half: (a) m, and m, components versus ¢ of regions A—C (volume averaged) and the point D, within a time window during
steady-state oscillation. Regions A—C and point D are schematically shown in the inset. Points #;-7; are times where the magnetization
distribution have been extracted and plotted. (b) Time snapshots of the spatial distribution of 1, and m, in the DW region taken at time points
defined in (a). (c) A 3D plot of m_ at t=¢,. (d) Line plot at t=t; of m, and Hyy"* on Y=0. (e) As in (d) but on Y=w. Right half: (f) the
volume-averaged m_ and m, components versus ¢ of regions A-C (as shown in the inset), within a time window during steady-state-driven
oscillation. 7-#, define time points where magnetization distributions have been extracted. (g) Snapshots of m, and m, in the DW area at
points in time according to (f). (h) 3D plot of m_ at t=1,. (i) Line plot at r=¢; of m, and H,;* on Y=w.

and the (I-IT) and (IV-V) DWs are activated. The y-domains
display a strong breathing behavior which is out-of-phase
with respect to each other. This reflects in the mode profile
seen in Fig. 8(i), whereby at this particular instance in time
(t, in the figure), the +y-domain is expanded and the
—y-domain is contracted, thus causing the relative asymme-
try in shape at any point in time of the (I-Il) and (IV-V)
profile.

In conclusion, we have studied spin-wave eigenmodes of
a 360° DW in a permalloy stripe for two different excitation
directions and subsequently characterized its behavior when
resonantly driving it for a set of different frequencies. With
respect to the observed eigenmodes we have found that (i)
low-frequency modes below the traveling SW band gap lo-
calize at the lateral edges of the y-domains and in the con-
stituent DWs, (ii) there is strong dynamic dipolar coupling
between the oscillating components, (iii) above the traveling

SW band gap, the 360° DW and EDs radiate SWs which
causes mode splitting. The same holds for SWs excited in
other parts of the stripe (i.e., case II), (iv) geometrical-type
quantization effects imposed by the constituent DWs appear
to be relatively weak in this case. (v) Within a broad fre-
quency interval, there are strong indications of a high degree
of mode hybridization between domain and DW modes and
(vi) resonant driving at the four lowest modes reveal overall
in-plane behaviors of the 360° DW such as translational,
wobbling and breathing. Knowledge such as this may be of
great use when designing devices using 360° DW in appli-
cations such as SW radiators, SW phase shifters, and
memory devices.
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