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Coherent control theory is used to show that one can manipulate biexciton vs exciton populations in
semiconductor quantum dots �QDs� in a typical dissipative environment. Both aligned and randomly oriented
quantum dots are considered, and population control is shown to be considerable. An application to CdSe QD
shows that the proposed coherent control scenario results in a significant reduction in pump intensity for the
onset of optical gain.
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I. INTRODUCTION

Colloidal semiconductor quantum dots �QDs� have been
studied extensively in order to elucidate their properties in
detail.1–7 Such investigations have been enabled largely by
improvements in sample preparation and hence sample qual-
ity. In particular, optical gain has been examined with a view
to determining how to fabricate practical quantum dot
lasers.8–13 Quantum dot lasers would be wavelength tunable
according to the sample characteristics, which are tuned via
confinement. Moreover, their production could be achieved
using solution processing methods, and the material itself is
photostable relative to organic laser media.

Important fundamental investigations of QD lasers have
shown that the gain threshold for CdSe QDs occurs at a
pump intensity that ensures an average population of ap-
proximately one exciton per QD. However, achieving that
exciton population level is limited by biexciton recombina-
tion, which is rapid for small quantum dots. Recent work has
aimed to eliminate this restriction by tuning the electron-
electron interaction in the QDs through the preparation of
core-shell heterostructure materials. In this paper we explore
the possibility of an alternative approach, based on coherent
control.14–16 Specifically, we show that a carefully designed
optical pump can substantially increase biexciton population
over that naturally produced by Poisson statistics. Hence
biexciton populations can be controlled and the optical gain
threshold can be achieved at substantially lower pump inten-
sity.

Control is made possible, as in all other coherent control
scenarios, by the introduction of two or more competing op-
tical pathways to the same target state. The resulting inter-
ference allows for the constructive or destructive manipula-
tion of probability amplitudes and control is attained by
varying the relative phase and amplitude between the two
pathways.14 In this QD case we custom tailor a two-photon
vs two-photon interference scenario,17,18 shown below to be
highly effective.

QD spectroscopy is described in terms of single-
excitation configurations whereby an electron is promoted
from the fourfold-degenerate valence band to the doubly de-
generate conduction band.19–21 Those configurations are
mixed by the exchange interaction, leading to an exciton fine
structure.21–26 Evidence for the existence of the exciton fine

structure comes from careful photoluminescence studies of
ensembles and single QDs �Refs. 27–31� as well as certain
nonlinear optical experiments.32 An important characteristic
of the QD exciton fine structure is that it represents a mani-
fold of spectroscopic states.33,34 Each bright state may each
be optically excited according to selection rules for absorp-
tion of either circularly or linearly polarized light. Conse-
quently, there are various kinds of biexcitons that are pre-
pared by optical excitation of two excitons. Such biexcitons
are known to recombine to excitons on a time scale of tens of
picosecond, depending on the size of the CdSe QD. It is
shown in the present work how interference between path-
ways for preparing a biexciton by sequential excitation of
two excitons can be incorporated in a coherent control sce-
nario that allows one to enhance or suppress biexciton for-
mation relative to exciton formation. This is possible despite
the complex fine-structure manifold, the inhomogeneous
spectral broadening, and the random orientation of each QD
in the ensemble relative to the laboratory frame. Other than
the evident interest in controlling the biexciton population,
this approach offers an opportunity for low threshold quan-
tum dot gain media.

The paper is organized as follows. Section II reviews the
selection rules associated with quantum dot optical transi-
tions and the effects of angular averaging are described. Sec-
tion III outlines the coherent control scenario used to control
the level populations of the quantum dot. In this approach we
make use of interfering pathways in the presence of a back-
ground with the overall system dynamics described by the
system density matrix. In Sec. IV, control results are shown
for both aligned and isotropic systems. Lastly, Sec. V pro-
vides a brief summary and conclusion.

II. SELECTION RULES

The probability amplitude of optical transitions in a QD is
determined by the matrix element of the dipole operator be-
tween the hole wave functions �J ,M� and the electron wave
functions �J� ,M��, where J and J� are the total angular mo-
mentum quantum numbers for the hole and electron wave
functions, respectively, and M and M� are their correspond-
ing Z projections.19–21 In order to maintain a relatively
simple, yet precise, control scheme, we consider here only
the interband transitions to and from the lowest quantum
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level of electrons caused by the absorption and emission of
linear or circular polarized light. Therefore, the relevant
quantum numbers are J�=1 /2 and J=3 /2 with
M =−J , . . . ,J.19

The appropriate matrix elements are evaluated by ex-
pressing each hole wave function as an angular wave func-
tion YJ,M�� ,�� and, similarly, each electron wave function as
YJ�,M��� ,��. In the electron-hole representation, the prob-
ability amplitude of an optical transition is then proportional
to

A � �J�,M��� · �� �J,M� . �1�

Making use of the following relations:35

YJ,M��,�� � �− 1�M�2J + 1

4�
�1/2

DM,0
J ��,�,�� �2�

and

�l � � · �� l

= f ltql 	
K=−1

K=1

�l
�K�
DK,ql

1 ��,�,�� + pl�− 1�qlDK,−ql

1 ��,�,��� ,

�3�

where

�l
�0� � �l

z, �l
�−1� � ��l

x − i�l
y�/�2, �l

�1� � − ��l
x + i�l

y�/�2,

�4�

and t0=1 /2 and t1=1 /�2 with f l=1, ql=0, and pl=1 for �̂l
along the Z axis, f l=−1, ql=1, and pl=1 for �̂l along the X
axis, and f l= i, ql=1, and pl=−1 for �̂l along the Y axis, Eq.
�1� can be rewritten as

A � �− 1�M+M��2J� + 1

4�
�1/2�2J + 1

4�
�1/2

	 	
k=−1

1

�k�DM�,0
J� �Dk,0

1 �DM,0
J � . �5�

Here DM,K
J are the rotational matrices in Edmonds notation.36

A general expression for the angular integral in the above

equation is obtained in terms of 3-j symbols as,36

A � �− 1�M�2J� + 1��2J + 1� 	
k=−1

1

�k� J� 1 J

− M� k M
�

	�J� 1 J

0 0 0
� . �6�

The selection rule 
J= �1 is a consequence of the sec-
ond 3-j symbol in Eq. �6�; the first 3-j symbol gives the
selection rules for M. Here the value of k can either be
0 , �1, where k=0 corresponds to linear Z polarization and
k= �1 corresponds to right and left circular polarizations.
For k=0, M =M� and 
M =0. For k= �1, M =M��1 and

M = �1. Taking into account only the transitions from the
electrons S states, Z polarized light excites from the electron
state �1 /2,1 /2� to the hole state �3 /2,1 /2�, right circular
polarization excites the transitions between electron state
�1 /2,−1 /2� and hole state �3 /2,−3 /2� and electron state
�1 /2,1 /2� and hole state �3 /2,−1 /2�, left circular polariza-
tion excites the transitions between electron state �1 /2,1 /2�
and hole state �3 /2,3 /2� and electron state �1 /2,−1 /2� and
hole state �3 /2,1 /2�. Note that these results are in accord
with previous studies.19

Consider now the case of rotational averaging where
M→−M. For Z polarization36

� J� 1 J

− M 0 M
� ——→

M→−M
�− 1�J�+J+1� J� 1 J

− M 0 M
� . �7�

Angular averaging introduces an additional phase factor
�−1�J�+J+1 that needs to be taken into consideration when
constructing the coherent control scenario. Our computations
show that it has no effect on the control. However, for the
case of right circular polarized light, under rotational
averaging,

� J� 1 J

− �M + 1� 1 M
� ——→

M→−M
�− 1�J�+J+1� J� 1 J

− �M − 1� − 1 M
� �8�

and, similarly, for left circularly polarized light

� J� 1 J

− �M − 1� − 1 M
� ——→

M→−M
�− 1�J�+J+1� J� 1 J

− �M + 1� 1 M
� . �9�

That is, Eqs. �8� and �9� show that angular averaging changes
right circular polarization into left circular polarization and
vice versa. Therefore, the control scenario must not explicitly
depend on only either right or left circular polarization but
rather have the same dependence on both.

III. CONTROL SCENARIO

Consider a quantum dot, specifically a CdSe QD whose
electronic energy levels are given in Ref. 24, with a crystal
axis aligned along the Z laser polarization axis. The more
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general case of an isotropic system is considered below and
includes angular averaging over all possible solid angles. As
shown in Fig. 1, control arises by operating on the system
with two Z polarized lasers of different frequency and one
laser that is either left or right circularly polarized. Various
laser attributes such as amplitudes, detunings, etc., can be
varied to optimize specific control targets, as discussed later
below. In all cases one Z polarized laser �denoted �2� is tuned
to excite the ground state �g�0 to the exciton state �0�1

�
E=2.202 eV� while the second Z polarized laser �denoted
�3� is tuned to excite the exciton state ��1�1 to the biexciton
state ��1,0�2 �
E=2.158 eV�. The biexciton splitting �be-
tween the two ��1,0�2 states� is 18 meV. The circularly
polarized laser �denoted �1� excites the ground state �g�0 to
the exciton state ��1�1 �
E=2.154 eV� and the exciton
state �0�1 to the biexciton state ��1,0�2 �
E=2.110 eV�
�see Fig. 1�. The general notation used here is
�
M , . . . ,
M��N, where N indicates the number of electrons
excited and 
M is the change in the M quantum number of
each excited electron as predicted by the selection rules. For
example, �+1,−1�2 is a biexciton state reached using both
right and left circular polarizations.

Control in this scenario arises from the existence
of two competing pathways to the biexciton state ��1,0�2:
�g�0→ �0�1→ ��1,0�2 via excitation by �2 and �1,
and �g�0→ ��1�1→ ��1,0�2 due to excitation by �1 and �3.
The choice of �1 depends on the either using right or left
circular polarization but the overall scenario is not affected
by the angular averaging since there is no preference for
either left or right circularly polarized light in this scenario.
Hence, by varying the relative phase between the two Z po-
larized lasers, it is possible to control the biexciton popula-
tion. The additional state �+1,−1� populated by 2�1 excita-
tion does not participate in any control route. Hence, the
inadvertent participation of this state serves to diminish con-
trol.

The assumption that the crystal axis is aligned along the Z
laser polarization is valid only for aligned systems. In an
isotropic system, it is necessary to consider an ensemble
wherein the crystal axis system of each QD constituent may
be aligned along any possible direction. This is easily accom-
plished by averaging over all possible solid angles �see Ref.
21�.

Essentially, the result is that the system has an equal num-
ber of quantum dots whose crystal axis is, on average,
aligned along either X, Y, or Z. As such, consider the case
were the crystal axis is aligned along the X space axis. The

crystal will “see” the two originally polarized Z lasers as
being polarized along the Y axis and the circularly polarized
light will be viewed as having a Z component and an X
component that are out of phase by � /2. As such, the crystal
is affected by two lasers of Y polarization, one of Z polar-
ization and one of X polarization that is out of phase by � /2
relative to the Z laser. Similarly, for the case where the crys-
tal axis is aligned along the Y space axis, the crystal will be
operated on by two lasers of X polarization, one of Y polar-
ization and one of Z polarization that is out of phase by � /2
relative to the Y laser. There is then a total of seven quantum
dot states that take part in the control scheme: the ground
state �g�0��1�, three exciton states �1�1��2�, �−1�1��3�,
and �0�1��4�, and three biexciton states �+1,−1�2��5�,
�1,0�2��6�, and �−1,0�2��7�. Relabeling the quantum dots
states in this manner is done for notational convenience be-
low.

The dynamics of the isolated QD system in the presence
of radiation is described by the time-dependent Schrödinger
equation

i � ���/�t = Htot�t���� �10�

with

Htot�t� = HQ − 	
k

�� k · Ek�t� , �11�

where HQ is the quantum dot Hamiltonian, �� k is the electric
transition dipole moment, and Ek�t� is the electric field. Ex-
panding ��� in eigenstates �j� of the quantum dot �i.e.,
HQ�j�=Ej�j�� as

��� = 	
j=1

7

bj�t�exp�− iEjt/��j� �12�

and substituting Eq. �12� into Eq. �10�, gives a set of seven
coupled differential equations.

The overall dynamics of the system within an environ-
ment, however, requires a density-matrix picture. Here we
adopt a rudimentary model of the system density matrix � in
the presence of a dissipative bath and in the presence of an
electric field35 as

�̇ = −
i


Htot,�� + Â + B̂ + Ĉ , �13�

where Htot is given by Eq. �11�. The first term on the right-
hand side of Eq. �13� describes the system dynamics in the
absence of decoherence while the other terms incorporate the
system-bath interactions responsible for decoherence and de-

cay. Specifically, the operators Â and B̂, modeled below, rep-
resent decay from the biexciton levels and exciton levels,

respectively, with decay rates �bi and �ex. The operator Ĉ,
provided below, describes the overall dephasing rate.

Within this phenomenological model the klth matrix ele-
ment of Eq. �13� is given by35

|g)0

|+1)1
|0)1

|±1,0)2

|−1)1

|+1,−1)2

ε
2

ε
1

ε
3

ε
1

ε
3

ε
2

ε
1

ε
3

ε
2

FIG. 1. Control scenario as described in text for an isotropic
system.
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�kl˙ � �k��̇�l� = −
i


�k�Htot,���l� + �k�Â�l� + �k�B̂�l� + �k�Ĉ�l� ,

�14�

where the klth matrix elements for the biexciton decay, with
rate �bi, are given by

Akl = −
�bi

2
�kl,

Akk = − �bi�kk,

Aii =
1

3	
k

�bi�kk, �15�

where the states �k� and �l� are the biexciton levels and states
�i� are the exciton levels. Similarly, the klth matrix elements
for exciton decay with rate �ex have the form

Bkl = −
�ex

2
�kl,

Bkk = − �ex�kk,

Bgg = �ex�kk �16�

with �k� and �l� now representing the exciton levels and state
�g� the ground state. The dephasing contribution with rate �de
is given by

Cij = −
�de

2
�ij ,

Cii = 0, �17�

where �i� , �j� are all participating quantum dot levels.
The integration of the resultant equations is carried out in

a straightforward way. Below, algorithms are introduced to
seek optimal solutions as a function of laser parameters. We
note that the initial and final times for the numerical integra-
tion of these equations are chosen as minus and plus six
times, respectively, the largest of the optimized laser-pulse
widths.

IV. RESULTS

Quantitative results are obtained by numerically solving
for the density matrix using Gaussian pulses of the form
�i�t�=�i exp
−�ti− t�� /�i�2�, where �i is the field amplitude,
ti is the center of the pulse, and �i is the pulse width. The
transition dipole moments used have a value of 2 D.37 The
decay time �1 /�bi� from the biexciton levels is set to 40 ps
while that �1 /�ex�� from the exciton levels is 20 ns. The
fastest decoherence time �1 /�de�, the dephasing time, is set
to 500 fs. Note that by using short pulses on the order of
femtosecond both the biexciton and exciton decay processes
do not play a significant role in the control dynamics. Also
note that specific quantum dot parameters used are those of
the CdSe quantum dot but that the overall scheme should be

transferable to any quantum dot with similar energy-level
structure.

For comparison purposes below it is of interest to first
examine a simple excitation picture. Consider, for example,
an isotropic medium where the system is under the influence
of only one laser �either linear or circular polarization�,
which should excite all exciton and biexciton levels. For ex-
ample, if only the right circularly polarized laser is incident
on the system, then upon angular averaging the system
should effectively see both right and left circularly polarized
light, as well as linearly polarized light along the Z axis.
Hence, there should also be no bias toward either of the
exciton levels �+1�1 and �−1�1 or biexciton levels �+1,0�2

and �−1,0�2. Figure 2, whose figure caption contains the la-
ser parameters, confirms these expectations. Here the biexci-
ton population has been optimized using simulated
annealing.38 In particular, the system was optimized to en-
hance the total biexciton population, i.e., the sum of all three
biexciton levels �+1,0�2, �−1,0�2, and �+1,−1�2, resulting in
a biexciton population of 35.6%

Consider then the results of the control scenario in an
oriented system such as the experimentally feasible oriented
nanorods. �For example, Alivisatos and co-workers39 have
demonstrated that CdSe nanorods align into a nematic liquid
crystalline phase.� As shown in Fig. 3, by considering a fixed
system of quantum dots whose crystal axis is aligned along
the Z polarization axis, population control is significant. That
is, the biexciton population can be varied from 1.86% to
84.6% by simply changing the relative phase between the
two Z polarized lasers.

Control becomes less efficient in an isotropic system due
to angular averaging. To obtain the best possible control in
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FIG. 2. �Color online� Population of each quantum dot energy
level as a function of time for an isotropic system. Here, only one
right circularly polarized laser pulse operates on the system where
�1=9.997	10−4 a.u. �3.516	1010 W /cm2�, �1=17.7 fs,
t1=0.187 ps, and the laser is detuned by 
=−29.9 cm−1 from the
transition between �g�0 and ��1�1. Here Pg corresponds to the
ground-state population, Pl the exciton state �0�1, P−1 the exciton
state �−1�1, P+1 the exciton state �+1�1, Pbic

the biexciton
state �+1,−1�2, and Pbil

the sum of the biexciton states ��1,0�2.
Peak powers are indicated in parentheses.
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this system, we varied the laser field strengths between
3.519	104 and 3.519	1010 W /cm2, the pulse widths be-
tween 10 and 600 fs, the detunings between −150 and
150 cm−1, and the time of the pulses between 30 and 1.8 ps.
Optimized results were obtained for this case using simu-
lated annealing.38 As shown in Fig. 4, significant control over
the biexciton population can still be exerted, with the biex-
citon population varying from 11.3% to 76.1%.

The above control results suggest an additional interesting
challenge. Specifically, to what extent can exciton and biex-
citon population control scenario be used to manipulate the
optical gain threshold? The optical gain threshold is achieved
when there is an average of one electron-hole pair per quan-
tum dot. Since biexcitons “count twice” toward this goal, and
triexcitons are not accessible in CdSe, of interest, is the laser
power at which one can increase biexciton formation so as to
reduce this threshold. To this end, computations were done
on the isotropic system to optimize biexciton populations as
a function of the excitation field intensities with all other
laser parameters optimized within the limits reported above.
Optimization as a function of field intensities is shown in
Figs. 5 and 6. In the former only one circularly polarized
laser is incident on the system and in the latter the biexciton
population is optimized using the control scenario shown in
Fig. 1.

In the case of the one laser calculation �Fig. 5�, the thresh-
old for population inversion, the point at which the ground-
state population density is less than 0.5, occurs at a field
intensity of �2.5	108 W /cm2. The laser intensity for
which the average exciton occupation number per QD is

unity, offscale in Fig. 5, is at �2.25	1010 W /cm2.
Experimentally, this is the intensity at which optical gain is
observed. By contrast, when enhanced biexciton formation is
targeted in the coherent control scenario �Fig. 6�, here with
all incident lasers of equal field strength, the threshold for
population inversion is found at a field intensity of less than
3.80	107 W /cm2 and the laser intensity for which the av-
erage exciton occupation number per QD is unity is
�4.25	108 W /cm2. �Field parameters at this point are
�1=210.6 fs, �2=26.73 fs, �3=215.5 fs, t1=576.0 fs,
t2=579.4 fs, t3=545.9 fs, 
1=−129.905 cm−1, 
2
=119.762 cm−1, and 
3=−4.405 cm−1.� Hence, the pump
intensity for the onset of optical gain in the coherently con-
trolled case is approximately 50 times smaller than the pump
intensity required in the absence of the control scenario.

One can attempt to improve on the goal of reducing the
laser intensities needed to achieve optical gain by
optimizing38 system parameters using this explicitly as the
sole optimization target. Here, the optimization limits on the
parameters are the same as those in Fig. 3 but with an opti-
mization goal of achieving optical gain at lower field inten-
sity implemented by adding a linear penalty associated with
the field intensities, i.e., the stronger the field, the greater the
penalty. The pulse widths during the optimization were var-
ied between 10 and 3 ps. The results show that the two of the
laser intensities needed to achieve optical gain are further
reduced compared to those above, and the third is somewhat
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FIG. 3. �Color online� Coherent control of an aligned
quantum dot system. The left column corresponds to the
enhancement of biexciton and the right column corresponds to the
suppression of biexciton. Note that the difference between
the enhancement and the suppression of biexciton is attained by
changing the relative phase between the two Z polarized lasers by
adding �. Also note that the exciton and biexciton populations are
the sum of all three individual exciton and biexciton levels, respec-
tively. The laser parameters are �1=3.731	10−4 a.u. �4.8986
	109 W /cm2�, �2=9.9930	10−4 a.u. �3.5141	1010 W /cm2�,
�3=7.127	10−4 a.u. �1.7874	1010 W /cm2�, �1=15.4 fs, �2

=10.5 fs, �3=15.9 fs, t1=108.4 fs, t2=106.9 fs, and t3=110.5 fs.
The laser detunings are 
1=120.35 cm−1, 
2=129.82 cm−1, and

3=108.54 cm−1.
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FIG. 4. �Color online� Coherent control of an isotropic quantum
dot system. The left column corresponds to the enhancement of
biexciton and the right column corresponds to the suppression of
biexciton. Note that the difference between the enhancement and
the suppression of biexciton is attained by changing the relative
phase between the two Z polarized lasers by adding �. Also note
that the exciton and biexciton populations are the sum of all three
individual exciton and biexciton levels, respectively. The laser pa-
rameters are �1=9.994	10−4 a.u. �3.5148	1010 W /cm2�,
�2=9.5130	10−4 a.u. �3.1846	1010 W /cm2�, �3=9.987
	10−4 a.u. �3.5097	1010 W /cm2�, �1=10.1 fs, �2=10.0 fs, �3

=10.1 fs, t1=46.9 fs, t2=45.8 fs, and t3=46.5 fs. The laser detun-
ings are 
1=44.14 cm−1, 
2=24.47 cm−1, and 
3=99.39 cm−1.
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increased. Specifically, the optimized parameters are �1
=9.358	10−5 a.u. �3.081	108 W /cm2�, �2=9.063
	10−5 a.u. �2.891	108 W /cm2�, �3=1.829	10−4 a.u.
�9.343	108 W /cm2�, �1=656.2 fs, �2=28.54 fs, �3
=609.2 fs, t1=21.18 fs, t2=309.0 fs, t3=20.96 fs, 
1
=−147.11 cm−1, 
2=122.61 cm−1, and 
3=−40.82 cm−1.
All other optimization limits on the parameters are the same
as those in Fig. 3. Also note that the optimized exciton popu-
lation is 0.606 and the optimized biexciton population is
0.197. Here the biexciton population is, as expected, lower
than for the case above where enhanced biexciton population
was targeted.

The predicted substantially diminished threshold for opti-
cal gain in CdSe QDs is remarkable, a result of the fact that
the coherent control scenario can induce a non-Poissonian
multiexciton population. For example, the probability that
there are k excitons per QD is usually given by

P�k� =
Nk exp�− N�

k!
, �18�

where N is the average number of excitations per complex.
This equation determines the exciton to biexciton �to triexci-
ton� ratio obtained in the absence of coherent control and at
low enough excitation intensities that the exciton population
is not saturated. For example, at an excitation intensity for
which there is on average of one exciton per QD, Eq. �18�
implies that excitons would be partitioned as 0.92 excitons
and 0.059 biexcitons, with smaller populations of triexcitons,

etc. However, the partitioning in the last of the above coher-
ent control studies was, as noted above, 0.606 excitons and
0.197 biexcitons. This is a significant deviation from the
Poisson statistics and is achieved by saturating the exciton
absorption. Similarly, in the coherent control scenario of Fig.
6, we find that 0.496 excitons and 0.257 biexcitons combine
to provide an average exciton occupation of one exciton per
QD, equal numbers of QDs containing one exciton and one
biexciton can be realized at only �1.25	109 W /cm2.
These are significant deviations from the Poisson-based re-
sults. Thus, the coherent control scenario enables us to over-
come Poisson distribution requirements, providing a compel-
ling new route by which gain thresholds may potentially be
lowered in QD gain media.

V. CONCLUSION

We have shown, in a physically reasonable model, that the
ratio of populations of biexcitons to excitons can be manipu-
lated through an interference-based coherent control sce-
nario. In addition to allowing for population control, the ap-
proach yields an all-optical control procedure to significantly
reduce the optical gain threshold. In the case of CdSe quan-
tum dots, the result is a reduction in the optical gain thresh-
old by a factor of 50.
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