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An evolutionary algorithm for the prediction of crystal structures
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I. INTRODUCTION

With the development of computing power and the paral-
lel progress of theoretical and numerical methods in materi-
als science, it has become possible to conduct computer ex-
periments on solids with unprecedented accuracy when
compared to experiment. It is but a small logical step to use
these numerical tools to study the properties of new crystal-
line solids, so far not encountered in nature; finding them is
the objective of “crystal structure prediction.”

In the last 10 years, some research avenues for such pre-
dictions have been explored, most notably through data
mining,'?>  cluster expansion  methods,>*  simulated
annealing,’ and evolutionary algorithms (EAs),°® such as
USPEX:?12 see Ref. 13 for a recent review. The authors of
USPEX have obtained notable successes in predicting new and
interesting structures, such as a high-pressure phase for
boron'* and two potentially ultrahard phases of the WN,
compound.15 However, in all the cited works, the search
space was not unambiguously defined, and the intrinsic sym-
metry of crystals was not used to its fullest extent.

In a series of papers,'®~!° the concept of conjugacy
classes, which was used in crystallography to derive the 14
Bravais lattices,?®?! has been extended to general crystals,
i.e., Bravais lattices plus a polyatomic basis.?>?? This has led
to the classification of all possible crystalline structures into
conjugacy classes, and thus to a precise definition of the
search space for new structures in terms of crystalline sym-
metry.

The remaining ingredient is a way to explore this space;
evolutionary algorithms?*~2¢ are especially well suited for
that task. In the present case, individuals are crystals re-
grouped into a population which evolves according to a Dar-
winian paradigm. The present approach is a fully predictive
method,'3 as the only required input is the chemical compo-
sition.

The paper is organized as follows: we first present some
basic concepts on evolutionary programming (EP) (Sec. II)
and conjugacy classes (Sec. III), then describe the algorithm
(Sec. IV). Finally, in Sec. V, two examples of application are
given.

II. EVOLUTIONARY ALGORITHMS

EAs are stochastic algorithms inspired by the natural evo-
lution of a population. From the point of view of optimiza-
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tion, these methods are able to find a global optimum and
can be used when standard approaches are not applicable.

The problem of evolutionary optimization is to find the
minimum (or maximum) of the fitness function f, which is a
function from the search space S onto R. f reflects how well
a point of S (also called an individual) solves the task at
hand: in other words, its degree of adaptation. A set of s
points of S, called a population, is randomly created, all fit-
nesses are evaluated and then the evolution takes place in
terms of a succession of generations: selection, recombina-
tion, mutation, fitness evaluation, and replacement phases are
applied.

Selection. s individuals are chosen to generate the off-
springs. Many selection processes can be used, either deter-
ministic or stochastic but always based on the fitness of the
individuals. Depending on the scheme used, some individu-
als can be selected more than once and a new population is
created.

Evolution operators. For each selected individual, a sto-
chastic evolution operator is applied according to some user-
supplied probabilities. The purpose of mutations and cross-
overs is to explore the search space by applying small
variations or by exchanging parts. This, with the selection
mechanism, enables generation after generation to find better
and better individuals.

Evaluation. The fitnesses of the new individuals (off-
springs) are computed.

Replacement. The new population for the next generation
is chosen among the parents and the offsprings.

The present work is based on an EP algorithm,?* one of
the major possible evolutionary approaches; the others are
genetic algorithms??” (GAs), evolution strategies,’*?%2° and
genetic programming.’® The motivations of this choice are
given in Sec. IV below.

EP differs from the other algorithms in some ways and
different points of view can be adopted. EP works directly on
the representation of an individual as a whole and there is no
mapping from some genotype space (representation space) to
the phenotype space (behavioral space) where the fitness is
evaluated. Evolution in EP can be seen at the level of the
species and not at the level of the individuals of that species.
EPs generally do not see in an individual any building blocks
which could be exchanged with other individuals;3! thus no
crossover operator is present in EPs, in opposition to GAs
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which derive their strength mainly from this operator accord-
ing to the schema theorem.?>?” Another characteristic of EPs
is the mutation operator: the severity of mutations applied to
an individual is defined as a function of its fitness and is
often reduced as the global optimum is approached. On the
contrary, mutation rate in GA does not depend on the indi-
vidual to which the mutation is applied and is generally low.
Finally, the EP replacement scheme is elitist, i.e., the global
optimum of the fitness cannot decrease.

III. CRYSTALLOGRAPHIC CONJUGACY CLASSES

By definition, a conjugacy class C in a group G is a set of
subgroups H; of G such that for any pair H;, H; belonging to
C, there exists g € G which maps any element /; of H; into
an element hy of Hy: hy=g-h;-g™', for all hy e Hy. H; and H,;
are then said to be conjugate groups in G. Conjugacy classes
are equivalence classes in the mathematical sense.

Let £ be a three-dimensional simple lattice, that is an
infinite three-dimensional periodic set of points such that any
two points M and M’ of L are related by a translation

3
MM, = E ni(il’,

i=1

n;e’,

the @; forming the lattice vectors. These vectors can always
be taken to form a primitive basis, i.e., a basis which gener-
ates a cell with the smallest possible volume.?>?3 If L is the
set of all the linear symmetry operations leaving £ invariant
and expressed in the primitive basis @, it can be proved that
L is a finite subgroup of the group GL(3,7) of invertible
integral matrices. Furthermore, the various groups L belong
to 14 conjugacy classes of GL(3,Z) (also called arithmetic
classes): these correspond to the 14 Bravais lattices. Further
details can be found for instance in Refs. 21, 32, and 33.

In Refs. 16-19, this concept has been generalized to all
crystalline structures; these can be seen equivalently as the
union of a simple lattice plus a polyatomic basis composed
of n atoms in the primitive cell,”>?3 or as the union of n
identical Bravais lattices £; each occupied by one atom of
the polyatomic basis.!® Special subgroups I'(2+n,Z) of the
groups GL(2+n,7) are considered instead of GL(3,7), and
special finite subgroups of I'(2+n,7), called lattice groups,
form conjugacy classes; any crystal structure can be mapped
into one of these lattice groups. In the following, two crystals
are said to be equivalent if their lattice groups are conjugate
in '2+n,7).

For instance, to the diamond structure corresponds a con-
jugacy class in I'(4,7); the finite group of 48 elements gen-
erated by the following matrices:3*

0100 0010 0010
1000 1111 1000
1111 ltooof] {o100])
0001 0001 0001

PHYSICAL REVIEW B 82, 104105 (2010)

1000 1000
0100 0100
1111 loo1o0
0001 0001

is an element of the “diamond” class. It should be noted that
this group is isomorphic to the point group m3m of the dia-
mond structure, and that it is free of metric considerations,
i.e., diamond C, Si, and Ge all have this group (or a conju-
gate one, see below) as lattice group.

It can be proved that lattice groups form a more precise
classification than space groups;'®3> in the latter reference,
the lattice groups of the hexagonal diamond, hexagonal
graphite A9, and a-La A3’ structures have been given ex-
plicitly and shown not to be conjugate groups, even though
the space group is P63/mmc in the three cases.

For crystals with a single crystallographic orbit (i.e., one
Wyckoff position?!), lattice groups and lattice complexes3®3’
are conjectured to give the same number of conjugacy
classes:® diamond falls in this case. However, the generali-
zation of lattice complexes to crystals having several Wyck-
off positions (multiregular point systems, see Refs. 38 and
39) is problematic, see Ref. 35 for a detailed discussion.

In practice, the description of a structure by its space
group and Wyckoff positions fixes unambiguously the con-
jugacy class. Indeed, such a description determines a lattice
group H; of this class and all the other elements H,,...,H,
of the same class can be deduced by conjugacy. Conversely
however a conjugacy class may correspond to several
equivalent structures having one or more of the groups H; as
lattice groups and different but related Wyckoff positions.

For instance, a crystal with space group Fd3m and Wyckoff
position 8a defines the diamond conjugacy class but vice
versa this class corresponds to structures with either position

8a or position 8b of space group Fd3m: indeed, they both
describe the same diamond crystal, one being shifted from
the other by %%%

The importance of lattice-group classification stems from
its ability to define a whole class of equivalent crystalline
structures without ambiguities, as opposed to space-group
classification. As seen in the examples, space groups alone
cannot be used to discriminate structures, and merely adding
the set of Wyckoff positions is not sufficient either: there
may exist a number n>1 of equivalent crystals in a given
conjugacy class, n generally increasing with the crystal
complexity,!® but such equivalences cannot be determined
easily (if at all) without lattice groups.

IV. ALGORITHM

A point of the search space S is a crystalline structure,
fully defined by its conjugacy class, its chemical composi-
tion, and its structural parameters, i.e., those of the cell and
of the crystallographic orbits.

The only required input is the chemical formula of the
crystal, for instance ZrO, or Al,O3. The individuals of the
initial population are determined randomly among all pos-
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sible structures having this formula; they may or may not
belong to the same conjugacy classes.

The choice of one of the evolutionary algorithms depends
on S. In our representation space, no semantically meaning-
ful crossover operator can be designed: we can exchange
parts between compatible crystals only but this has not the
same meaning as and is not the crossover defined in the
schema theorem.?>?”3! Moreover, it is clear that the best way
to explore S is to modify in some manner the cell and/or the
Wyckoff orbits. The strength of such mutations is basically a
function of the crystal itself, through its fitness, the internal
forces, and/or the pressure of the crystal at hand. For these
reasons, EP is the natural approach.

Furthermore, the discussion on crossover when it is not
clearly defined has been going on for a long time in the EA
community;*>*! this is however not the scope of the present
paper. This “crossover” could act as a large-step mutation
and its efficiency might be highly problem-dependent.*? It
may be interesting to use such operator and compare the
results.

Our algorithm follows the general EP scheme outlined in
Sec. II: (1) the population is randomly created; (2) the fit-
nesses are evaluated; (3) based on these fitnesses, the selec-
tion scheme is applied. Different choices of selection
schemes are possible, even using no selection schemes at all:
in this case, every individual in the population generates one
offspring; (4) for each selected individual, a mutation is cho-
sen among all the possible ones according to some user-
supplied probabilities and is applied immediately. This pro-
duces the offspring; (5) the fitnesses of the offsprings are
evaluated; (6) the population of the next generation is chosen
among the parents and the offsprings; and (7) back to step 3.

A. Mutations

We recall that the purpose of the mutations is to explore
the search space S by applying small variations. Indeed, such
changes must be fine-grained to correctly explore S.

We define two types of mutations: (1) symmetry-
preserving mutations modify the cell or internal parameters
of a crystal but leaves its conjugacy class unchanged: the
symmetry of the crystal is preserved and (2) symmetry-
breaking mutations alter the conjugacy class through either a
change in one or several Wyckoff positions or by applying a
phase transition leading to a subgroup or supergroup.

1. Symmetry-preserving mutations

To this category belong all mutations changing the cell or
the internal parameters or both but not the conjugacy class of
the crystal. These mutations are used to reach the equilibrium
values (at the target pressure p,) of the structural param-
eters; the information obtained on the interatomic forces and
stress tensors may be used to improve the crystal.

(a) Lattice mutation. Depending on the crystal system and
the computed pressure, this mutation changes the lattice pa-
rameters in order to obtain a crystal from the same system.
For example, a cubic cell has one degree of freedom (the
lattice parameter a) and only a is changed. Three strategies
can be applied.
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The first is to integrate the equation K=-Vdp/dV, with
K=K,+K| p, where K| is the bulk modulus and K| its de-
rivative with respect to pressure (both at p=0), previously
known and/or calculated during the evolution using the
Birch-Murnaghan**=% (or any other) equation of state.

The second strategy, especially adapted to anisotropic
crystals, is to use Hooke’s law 0=C" €, where o and € are the
stress and strain tensors respectively, in order to identify the
elastic moduli C (actually, only the components which can
be derived from symmetry-preserving deformations) and
then to calculate the strain tensor necessary to obtain a pres-
sure closer 10 Preer-

In both cases, no additional fitness computations are
needed since all crystals from previous generations belong-
ing to the same conjugacy class can be used to evaluate the
elastic constants.

The third strategy consists in changing randomly the cell
parameters according to the crystal system by adding a zero-
mean Gaussian pertubation.

(b) Mutation of the parameters of the Wyckoff positions.
This mutation changes the values of the parameters of some
or all the crystallographic orbits. The severity of this muta-
tion is based on the corresponding force F acting on one of
the atoms of the considered orbit. We add a zero-mean
Gaussian pertubation with a vector deviation based on F to
adjust the atomic position and complete the changes to the
other atoms belonging to the same orbit by symmetry. One
could see this mutation as some kind of “stochastic
molecular-dynamics step.”

2. Symmetry-breaking mutations

In order to explore the space of conjugacy classes, a sec-
ond type of mutation, which changes the symmetry of the
crystal, is required. These mutations can either leave the
number of atoms unchanged or can change it by an integral
factor. To the first case belong (i) mutations which changes
the Wyckoff positions compatibly with the number of atoms
and (ii) phase transitions at the I' point; transitions at the
other points belong to the second case.

An example of mutation (i) is given in Sec. V B, Fig. 4:
Al orbits 2a and 2b (for a total of four atoms) are changed
into orbit 4c while O orbit 64 is changed into 6e. Examples
of the other mutations are found in Sec. V, Figs. 2 and 4.

Presently, phase transitions are done through a chain of
maximal subgroups or minimal supergroups*®~*° and are
chosen randomly depending on the directed graph
G=(V,E) comprising a set V of vertices—the space
groups—together with a set £ of edges—the phase transi-
tions available to these space groups. Such a random path in
the graph G is a Markov chain: the probability distribution
for the system at the next step only depends on the current
state of the system.

B. Initial population

The choice of the initial population is a priori made ran-
domly among all possible structures having a given chemical
formula; as noted above, they may or may not belong to the
same conjugacy classes. However a bias can be introduced.
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Simple crystals generally belong to the cubic and hexagonal
systems but not always: for instance gallium and uranium are
both orthorhombic at room conditions. Furthermore, as phase
transitions are used to explore the search space, it might be
more efficient to start from high-symmetry structures, as
more subgroups are then available; however, such choice is
not mandatory, as reverse transitions (from subgroup to su-
pergroup) are also available, enabling to climb the “symme-
try ladder” nevertheless.

C. Fitness function

The fitness function reflects how well an individual solves
the optimization problem. For crystal structure prediction the
thermodynamic potential, i.e., the free enthalpy, is the natural
choice of fitness in order to determine the ground-state poly-
morph at given conditions of temperature and pressure. Each
evaluation of the fitness function consists exactly, for first-
principles computations, in a single self-consistent Kohn-
Sham cycle®® or for empirical models, in a single calculation
of the potential energy.

D. Motivations and discussion

In this section, S represents the search space. The space S,
as it is based on the definition of a crystal by its chemical
composition, conjugacy class, and structural parameters, sat-
isfies the elementary prerequisites of a search space, that is
any point in it defines a crystal uniquely. This is the basic
motivation for the use of conjugacy classes of lattice groups.
Therefore, once equilibrium has been reached for a given
crystal, it has been reached for all the equivalent crystals as
well. Consequently, this representation allows to classify pre-
viously explored regions of S. Such information can be used
during the evolution to prevent further exploration of these
regions, as equilibrium has already been reached there, while
allowing to visit them again, as potentially interesting
symmetry-breaking mutations might still be possible.

All the mutations (except for the change of orbits) have a
direct physical meaning, such as deformations and relax-
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ations of internal parameters or phase transitions; this may
prove to be an advantage for a deeper understanding of the
relationship between the various phases found during the
evolution.

The algorithm is capable of reaching saddle points, which
have no special status in our approach; they cannot be
reached by unconstrained (i.e., non symmetry-preserving) re-
laxation however, see Ref. 13 for a discussion. An example,
cubic zirconia, is given in Sec. V; this illustrates the impor-
tance of such unstable solutions, as cubic zirconia has found
many applications when doped, see for instance Refs. 51 and
52 and references therein.

Finally, we do not (but may in the future) use determin-
istic methods especially regarding the relaxation of the cell
and internal parameters. Indeed, we started first to design a
simple yet not simplistic canonical EP algorithm; the results
in the next section show that this approach is feasible. The
exploration of the search space S is done with the mutations;
they are applied following a given set of probabilities and the
evolution of the whole population is only guided by these
probabilities and by the selection/replacement mechanism.
For example, in our evolution scheme, a symmetry-breaking
mutation can occur before an equilibrium value is reached as
illustrated in Figs. 3 and 4 below: during the evolution of the
best solution, two transitions were applied on a nonrelaxed
structure, and this proved to be an important move to reach
corundum. A last remark regards the computational point of
view: a deterministic relaxation using n iteration steps to
converge is equivalent to n single evaluations of the fitness
function.

V. TEST RESULTS

We have implemented the preceding algorithm in a com-
puter software. The present section describes two well-
known examples used as testbeds for the program.

The enthalpy has been computed with QUANTUM-
ESPRESSO (Ref. 53) (ZrO,) and GULP (Refs. 54-57) (Al,05).
The irreducible representations of space groups are labeled
according to Miller and Love.>%-°

FIG. 1. (Main panel) Evolution of the abso-

lute minimum of enthalpy with the number of
E generations for zirconia. Notice the alternance of

rapid evolution (large variations in enthalpy) with
periods of exploration (reduced variation in en-
§ thalpy). The plateaus from left to right corre-
spond to the cubic, tetragonal, and monoclinic
phases, respectively. (Inset) Evolution of the en-

thalpy (upper panel) and volume (lower panel) of

the best individual at the current generation.
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Fm3m P4yme Pdsyem
4b; 8¢ 2¢;2a2b 4d; 2a2bde
ry (M)~ Ty
I4/mmm P4snm Pcc2
2b; 4d 4c;2a(x2)4b 4e;2a2b2c2d
My ry I,
P4y /mme My P4y /nnm Pc
2d; 2e2 f 4e; 2a2bdc 2a(%2);2a(x4)

FIG. 2. Computed chain of mutations leading from the cubic
Fm3m to the monoclinic Pc; the mutations are all phase transitions.
The space group and the Wyckoff positions (Zr before the semico-
lon then O) are shown as well as the irreducible representations
responsible of the phase transitions; a ~' superscript refers to a
reverse transition, i.e., from subgroup to supergroup. The back-
ground color distinguishes the families of structures, see text: white
corresponds to the cubic Fm3m, light gray to the tetragonal
P4,/nmec, and dark gray to the monoclinic P2/c.

A. Zirconia

Zirconia (zirconium dioxide ZrO,) exists under five
known forms, with three at ambient pressure: the monoclinic
P2,/c (baddeleyite), stable up to 1200-1500 K, the tetrag-

onal P4,/nmc stable up to 2650 K, and the cubic Fm3m
(fluorite) stable above; details can be found for instance in
Refs. 51, 52, and 61. Although these phases are all in a
group-subgroup relationship, the monoclinic polymorph is
quite difficult to reach by transitions through maximal sub-
groups, one of the intermediate phases being unstable,%> and
it has many degrees of freedom (four for the cell and nine for
the Wyckoff positions).

Vanderbilt ultrasoft potentials were used, based on
scalar-relativistic computations and on the Perdew-
Burke-Ernzerhof®®  parametrization of the generalized-

PHYSICAL REVIEW B 82, 104105 (2010)

gradient approximation (GGA). The chosen electronic con-
figuration for zirconium includes the fourth shell.

The initial population is composed of cubic and hexago-
nal crystals. The evolution of the best fitness (that is, the
lowest enthalpy observed so far during the evolution) drawn
in Fig. 1 shows that three known phases of zirconia were
explored. The cubic phase was found first after a few gen-
erations, followed by the tetragonal phase just before the
30th generation, and finally the monoclinic phase after gen-
eration 200.

The convergence rate to pass from one phase to the next
decreases as the number of degrees of freedom increases.
The convergence of the cubic phase required the optimiza-
tion of one lattice parameter only and took four generations.
The tetragonal phase (mainly P4,mc, see below and Fig. 2)
was found by optimizing five parameters (the two lengths a
and ¢, and one parameter for each of the three Wyckoff po-
sitions) during 15-20 generations. Finally, the evolution to
the monoclinic phase represented by Pc was the result of the
optimization of 22 parameters (4 for the lattice parameters a,
b, c, and B, and 18 for the six orbits) and took more than 300
generations to complete. However, 80% of the gain in fitness
occurred during approximately 70 generations and corre-
sponds to the drop of volume as shown in the inset of Fig. 1.

The computed chain of groups, for the run illustrated in
Fig. 1, is given in Fig. 2. There are three families: the struc-
tures with the I4/mmm and P4,/mmc groups are slight de-

formations of the cubic fluorite structure Fm3m. The other
structures but the last one (light gray background in Fig. 2)
are all close to the P4,/nmc polymorph; for instance, the
P4,cm is identical to it up to a tolerance in contravariant
(i.e., crystallographic) coordinates of 1/1000. Finally, the Pc
structure, which starts relatively far from the baddeleyite
P2,/c, evolves toward it until convergence (see Fig. 1); the
forces were converged at around 10 Ry/a.u. and the pres-
sure at 107> GPa. The cubic structure is a saddle point in the
direction of atomic displacements corresponding to the X5
irreducible representation,* as was already observed in Ref.
65, Fig. 5.

FIG. 3. Evolution with the number of genera-
tions of the enthalpy per atom (top), the lattice

parameter a (middle), and the rhombohedral
angle « (bottom) for alumina. The rightmost pla-

teau corresponds to the corundum polymorph.
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Pm3m Fg— R3m T; R3¢ R3¢
lalb; 3c lalb; 3e 2a2b; 6d 4c; 6e

FIG. 4. Computed chain of mutations leading to the corundum
structure; see key to Fig. 2. The last mutation is a change in Wyck-
off positions. The white background corresponds to a cubic struc-
ture, light gray to rhombohedral crystals, and dark gray to the co-
rundum structure.

B. Alumina

Alumina Al,O5 exists under a variety of forms (see for
instance Refs. 66 and 67 and references therein), but the

most common is corundum, with space group R3c,
a=0.51280 nm, @=0.96494 rad, and Wyckoff positions Al
(4c, with x=0.35214) and O (6e,x=0.9435) (data from Ref.
68); this crystalline structure is that of sapphire and ruby.
The functional form of the interactions used for the compu-
tations is the empirical Streitz-Mintmire variable-charge
potential;*® it has been found to yield close results to first-
principles calculations, even for the newly found phases.

A typical run leading to the corundum structure is illus-
trated in Figs. 3 and 4. This evolution started from a random
population of cubic, hexagonal, and rhombohedral crystals.
The corundum structure emerged at generation 110 and was

the result of two transitions: first from a cubic crystal Pm3m
and then a change in orbit (see Fig. 4) before a metastable
structure was reached. A mutation of the rhombohedral angle
« followed by the adaptation of the a cell parameter mostly
completed the evolution (Fig. 3).

Another phase was also found, represented in Fig. 5
[a=0.3022 nm, c¢=1.123 nm, Al (2a;2c), O (2b;4f,
7z=0.06411)]; an experimentally observed polymorph”™®
[a=0.3112 nm, ¢=0.4988 nm, Al (2b); O (2c;2a), the orbit
2a having a fractional occupancy of %] is also represented.
Both have the same space group (P6;/mmc) and the same
ringlike structure consisting of alternate Al and O ions. The
difference lies in the stacking pattern of these rings: a simple
0-Al-O trimer for the observed structure, a more complex
pattern reminiscent of corundum for the newly found one.

The analysis of the latter with first-principles computa-
tions (GGA ultrasoft potentials) has revealed a large differ-
ence in ground-state energy (about +87 meV/atom) with re-
spect to corundum; its evaluated bulk modulus is 210 GPa,
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FIG. 5. (Color online) Two P63/mmc polymorphs of alumina;
the unit cell is in gray, AI** ions are in blue (black), O ions in red
(light gray), and are represented at a quarter scale. Ionic radii are
taken from Ref. 71. On the left, the structure found with the EP
algorithm, on the right a recently observed polymorph (Ref. 70)
obtained from high-temperature reduction.

with C[;=370 and C;3=380 GPa [corundum has, respec-
tively, 252 GPa, 497 GPa, and 499 GPa (Ref. 71)]. As co-
rundum, this structure is an insulator with a gap estimated at
5.3 eV.

VI. CONCLUSIONS

We have presented an evolutionary programming algo-
rithm for the prediction of crystal structures acting on the
search space of crystals defined by their crystallographic
conjugacy class and their cell and orbit parameters. This
space is explored with physically transparent, stochastic mu-
tations; not using unconstrained relaxation enables us to
reach saddle points as well, the importance of which is illus-
trated by the technological relevance of cubic zirconia. The
method is fully predictive, as it requires only the chemical
composition as input.

A software implementing the algorithm has been written
and tested in several well-known cases; we have presented
two of them, and shown the capacity of the present approach
to explore the search space and find the known stable struc-
ture as well as (for zirconia) the other known polymorphs,
among which the unstable cubic phase.
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