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The electronic energy levels of a model titanium dioxide water interface computed using the Perdew-Burke-
Ernzerhof �PBE� density functional are positioned relative to the normal hydrogen electrode and vacuum. As
energy reference we use the solvation free energy of the H+ ion computed by reversible insertion of a proton
in the aqueous part of the model system. The interaction with water raises the energy levels bringing the
conduction-band edge in fair alignment with experiment. The error in the PBE band gap must therefore be
largely attributed to underestimation of the ionization potential.
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The photoelectrochemical activity of a semiconductor-
liquid interface crucially depends on the relative positions of
the electronic energy levels at the two sides of the
interface.1–3 The conventional reference for redox free ener-
gies of aqueous solutes is the normal hydrogen electrode
�NHE�. The key question is therefore, where to place the
band structure of the solid electrode relative to the NHE.
Considering the success of the application of density-
functional theory �DFT� based electronic-structure calcula-
tion in surface science,4 it would seem that the same methods
could be of use for solid-liquid interfaces. A precondition for
the extension to aqueous electrochemistry is conversion of
the calculated electronic energies to the NHE scale.5–7 In
earlier publications we have developed a DFT-based
molecular-dynamics �DFTMD� implementation of such a
computational hydrogen electrode.8,9 In the present contribu-
tion this scheme is applied in a computation of the flat-band
potential of the rutile TiO2�110� /H2O interface at the point
of zero net proton charge �PZC�.1,2 This result is used to
analyze the contribution of adsorbed water molecules to the
interface potential at the PZC.

The electrical double layer formed at a TiO2-water inter-
face has both an electronic and ionic component. The inter-
facial potential established by exchange of electrons with the
redox-active electrolyte can be eliminated by the application
of an appropriate bias, the flat-band potential �FBP�, which
can be determined from capacitance measurements.10 Since
the conduction-band edge �CBE� of TiO2 electrodes practi-
cally coincides with the Fermi level within 0.1 eV
difference,3 the FBP is generally regarded as an estimate of
the CBE free of space-charge effects. The origin of the ionic
contribution to the surface potential is proton exchange with
the electrolyte. The proton surface charge is compensated by
ions in solution. The surface potential controlled by this pro-
cess can be minimized by measuring the FBP under PZC
conditions. The corresponding CBE will be indicated by
CBE0. For TiO2 rutile �110� with a PZC of about 5 the
CBE0=−0.35 V versus NHE.10 This can be represented as
an absolute energy level with respect to vacuum by adding
4.44 V for the absolute NHE potential.11 The result is a CBE0
of −4.10 eV.2 The band gap �Eg is relatively insensitive to
applied voltage or pH. Reference 2 uses the value of
�Eg=3.0 eV placing the valence-band edge �VBE� at
VBE0=−7.10 eV.

Reduction of TiO2 by the NHE is a multiphase reaction

involving addition of an electron to the solid �s� coupled to
transfer of an H+ ion from the gas phase �g� to the aqueous
electrolyte �aq�.

TiO2�s� + e−�vac� + H+�g� → TiO2
−�s� + H+�aq� , �1�

where e−�vac� is an electron at rest in vacuum. Adding the
formation free energy � fGH+�g� of the gas-phase proton
�1 /2H2�g�→e−�vac�+H+�g�� to the free energy of reaction 1
gives the negative of the electron affinity �EA� of aqueous
TiO2 versus NHE. Alternatively we can subtract the absolute
solvation free energy �sGH+ of the proton and obtain the
value of −EA with respect to vacuum. For � fGH+�g� we use
the experimental value of 15.81 eV quoted in Ref. 11. �sGH+

is set equal to the estimate of −11.53 eV obtained in Ref. 12
from mass spectrometry �for convenience gas-phase standard
states have been converted from 1 bar to 1 mol dm−3

�Refs. 9 and 12��. Note that there is a 160 meV mismatch
between −�sGH+ −� fGH+�g�=−4.28 eV and the −4.44 eV
energy level of the NHE of Ref. 11. This difference is con-
sistent with the surface potential of water13 suggesting that
this is missing from the �sGH+ of Ref. 12. Here we use the
uncorrected value.

The design of the computational NHE of Ref. 9 was mo-
tivated by the DFTMD simulation of proton-coupled redox
reactions which requires an unified treatment of reduction
and protonation. Solvation of a proton �H+�g�→H+�aq�� is
replaced by the protonation of a water molecule
�H+�g�+H2O�l�→H3O+�aq��. This changes reaction 1 into

TiO2�s� + e−�vac� + H+�g� + H2O�l� → TiO2
−�s� + H3O+�aq� .

�2�

This modification allows us to employ the reversible depro-
tonation method of Ref. 14. This scheme was developed for
the DFTMD computation of pKa in the framework of the
Brønsted picture of acidity �see also Ref. 9�. Rather than
eliminating the proton completely, the nuclear charge is
switched off changing the proton into a dummy. Applied to
the hydronium ion this fictitious chemical transformation can
be written as H3O+→H2Od with d representing the dummy.
Particle d is held in place by a harmonic potential binding it
to the H2O molecule in a geometry approximately similar to
that of a proton in a hydronium ion avoiding the highly un-
stable configurations that might otherwise arise when the
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charge is switched back on. Equally important, the directed
protonation enables us to select the H2O molecule providing
the NHE energy reference. This molecule must be located
away from the surface in the water compartment of the
DFTMD model system, where bulk liquid conditions are as-
sumed to apply �see Fig. 1�.

The anodic electron in reaction 2 is easier to implement.
All we have to do is adjusting the number of electrons in the
self-consistent-field cycle. The electron count is incremented
at the same time as the charge of the dummy proton is re-
stored. This operation is carried out for a set of fixed atomic
configurations sampled from a long DFTMD trajectory. The
result is a series of vertical energy gaps �E. The reaction
free energy is obtained from these data by thermodynamic
integration.9 The key auxiliary quantity in this approach is a
mapping potential E�= �1−��E0+�E1, where � is a coupling
parameter and E0 and E1 are the potential-energy surfaces of
the reactant, respectively, product state. The derivative of E�

with respect to � is the vertical energy gap �E=E1−E0. The
thermal average ��E�� in the ensemble defined by E� inte-
grated over the coupling parameter gives the reaction free
energy. The thermodynamic integral for reaction 1 is the ba-
sic input for the calculation of the EA of the TiO2 /H2O
interface. Similarly the ionization potential �IP� is estimated
from the free energy cost of oxidizing the solid in conjunc-
tion with transfer of a proton from a reference water mol-
ecule to the gas phase.

TiO2�s� + H2O�l� → TiO2
+�s� + OH−�aq� + e−�vac� + H+�g� .

�3�

Reaction 3 uses the absolute deprotonation free energy of a
water molecule as a reference. This quantity, indicated
by �dpGH2O, differs from the absolute solvation free
energy of the proton by −kBT ln Kd=1.03 eV, where Kd is
the ionic dissociation constant of water. This gives
�dpGH2O=−�sGH+ −kBT ln Kd=12.56 eV.

To compute the CBE0 the aqueous electrode is modeled
by a piece of defect-free TiO2 in contact with pure water �see

Fig. 1�. This raises a number of questions. There is first of all
the problem of the bias V0 in the electrostatic potential intro-
duced by the application of periodic boundary conditions
�PBCs�. V0 has no physical meaning and cannot be deter-
mined without an explicit interface with vacuum �see, e.g.,
Ref. 7�. For determination of EA or IP versus NHE this is not
an issue because the charges of the condensed phase prod-
ucts in reactions 2 and 3 add up to zero. Electrode potentials
are, however, adiabatic electronic energies. The vertical IP
and EA and the Kohn-Sham �KS� energy levels are of inter-
est as well. Rather than inserting vacuum layers in the model
system to provide a reference for absolute values for vertical
energies,5–7 we follow the approach of Ref. 8 and align the
solvation free energy of the proton computed under PBC
with experiment.

A further point of concern is the bias introduced by the
restraining potentials. This question was analyzed in some
detail in Ref. 9. Modeling the deprotonation of a hydronium
ion H3O+�aq�→H2O�l�+H+�g� by the dummy atom transfor-
mation H3O+�aq�→H2Od�aq� changes the entropy balance.
In addition we must correct for zero-point motion which is
not accounted for in DFTMD simulation which treats pro-
tons as classical particles. The thermochemical correction we
derived in Ref. 9 capturing these effects can be written as

�Ac = − kBT ln��H2O�H+
3

qH2Od

qH2O
� + �EZPM, �4�

where �H2O=55.5 mol dm−3 is the ambient density of liquid
water and �H+ the thermal wavelength of the proton. The
product �H2O�H+

3 accounts for the liberation entropy of the
proton. qH2Od and qH2O are the gas-phase vibrational and ro-
tational partition functions of a water molecule with dummy
attached �H2Od� and without �H2O�. The ratio qH2Od /qH2O

corrects for the entropy introduced by the three extra degrees
of freedom of the dummy. Finally, �EZPM is a correction for
the zero-point motion of the H3O+ in solution. The thermo-
chemical correction �Ac of Eq. �4� is uncomfortably large.
The estimate we give in Ref. 9 is �Ac=0.5 eV �see also
Ref. 15�. This 0.5 eV must be added to the DFTMD solva-
tion free energy of the proton and therefore included in the
free-energy change in the NHE reactions 2 and 3.

All simulations have been carried out using the freely
available CP2K/QUICKSTEP package.16 The orbitals are repre-
sented in a Gaussian-type double-� basis with one set of
polarization function �DZVP�. The electron density is re-
expanded in a plane-wave auxiliary basis with a 280 Ry cut-
off. Core electrons are taken into account by analytic
Goedecker-Teter-Hutter pseudopotentials. The DFT was
implemented at the generalized gradient approximation
Perdew-Burke-Ernzerhof �GGA-PBE� level. The conver-
gence criterion for electronic optimization is set to
3�10−7 a.u. for the electronic gradient and 10−13 a.u. for
the total energy. The time step for the Born-Oppenheimer
propagation scheme was 0.5 fs. The temperature was con-
trolled by a Nosé-Hoover thermostat with the target tempera-
ture of 330 K. The lengths of MD trajectories are between 5
and 10 ps. The rutile TiO2�110� surface has been modeled by
a periodic slab of three O-Ti-O trilayers with a 4�2 surface

FIG. 1. �Color online� Model TiO2 /H2O interface with �a� an
excess electron in the solid slab and proton in the water layer in
between slabs and �b� a hole and a compensating OH− in solution.
Red �dark gray� balls are O, white balls H, and small yellow �light
gray� balls Ti. H2O molecules with added or removed H are high-
lighted. The spin density is visualized by isosurfaces in green �gray�
�density is 1.5�10−3�.
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cell. Periodic images of the slab are separated by 15 Å lead-
ing to a supercell of 11.9�13.2�24.2 Å3. The space be-
tween TiO2 slabs is fully filled in with 71 water molecules
creating two symmetric interfacial planes in the MD cell. A
very similar methodology was used in the calculation of the
PZC of TiO2 /H2O in Ref. 15, where a more detailed descrip-
tion can be found. Spin polarization is used whenever nec-
essary.

The main result of the calculation consists of estimates of
the adiabatic and vertical EA and IP of the TiO2 /H2O model
system corresponding to two different values for the CBE
and VBE. Energies calculated under PBC will be marked by
a bar. Using a three-point approximation to the thermody-
namic integrals the free-energy change of the �reverse� re-
duction reaction 2 is estimated as EA=15.7 eV. For the
free-energy change of the oxidation reaction 3 we obtained
IP=18.6 eV. With mentioned corrections this gives an adia-
batic CBE at −EA+� fGH+�g�+�Ac=0.6 eV above the NHE
level or an electrode potential of −0.6 V. This must be com-
pared to −0.35 V for the experimental CBE0. The computed
oxidation free energy leads to an adiabatic VBE at
−IP+� fGH+�g�−kBT ln Kd+�Ac=−1.2 below the NHE level,
which is equivalent to an electrode potential of +1.2 V com-
pared to +2.65 V in experiment. Alternatively the levels can
be represented on an absolute scale relative to vacuum. For
the CBE this gives −EA=−EA−�sGH+ +�Ac=−3.7 eV and
−IP=−IP+�dpGH2O+�Ac=−5.5 eV for the VBE. These re-
sults are summarized in the Fig. 2 together with the experi-
mental values.

The vertical band edges are computed as the highest oc-
cupied molecular orbital �HOMO� and the lowest unoccu-
pied molecular orbital �LUMO�. This is common practice in
band-structure calculation and is justified by the extended
nature of the one-electron states in solids.17 For the DFTMD
averaged HOMO of the periodic supercell we find
	̄HOMO=1.3 eV with the LUMO at 	̄LUMO=3.1 eV. Evi-
dently the orbital energies are shifted by the PBC to positive
energies. The V0 correcting this shift is estimated by
comparing the solvation free energy of the proton
evaluated for the same cell to the experimental value. The
solvation free energy we computed using the reversible pro-

ton insertion method is �sḠH+ =−18.9 eV, yielding
qV0=�sGH+ −�sḠH+ −�Ac=6.9 eV �q is the unit charge�.
The absolute positions of the vertical CBE and VBE
are therefore 	LUMO= 	̄LUMO−qV0=−3.8 eV and 	HOMO
= 	̄HOMO−qV0=−5.6 eV.

The computed vertical and adiabatic CBE and VBE are
compared in Fig. 2. The statistical uncertainty for these en-
ergies is about 0.2 eV. In view of this error margin, the agree-
ment between vertical and adiabatic levels is remarkable.
This suggests that solvation has little effect on the excess
electron and hole in our model system. Delocalization mini-
mizes the interaction with polar solvent molecules. Examin-
ing the spin densities of excess electron and hole, as illus-
trated in Fig. 1, we see that, indeed, both states are
delocalized but the extent of delocalization is different: the
hole �Fig. 1�b�� is fully distributed over all the O atoms in the
TiO2 slab while the excess electron �Fig. 1�a�� is shared by Ti
atoms restricted to a plane vertical to the 110 surface with a
tendency to accumulate in the subsurface layer. The coupling
between the lattice and the semilocalized excess electron is
too weak to induce a gap state. This result must be consid-
ered with caution in view of the tendency of GGA-type den-
sity functionals, such as PBE, to overstabilize delocalized
states.17,18 The advantage is that the adiabatic EA computed
by PBE/DFTMD can indeed be regarded as representing the
conduction-band edge.

The CBE we calculate is about 0.4 eV above the CBE0 of
experiment. From the perspective of photoelectrochemistry
this is a significant discrepancy. However, considering the
various sources of error in the calculation, we are inclined to
consider this as encouraging agreement. The result for the IP
�1.6 eV too small� is considerably worse. This suggests that
the explanation for the 1.2 eV underestimation of the band
gap �1.8 versus 3.0 eV� must be sought in the GGA treatment
of the holes in the valence band rather than that of electrons
in the conduction band. To investigate the effect of hydration
on EA and IP we have computed the orbital energies of a
clean slab of TiO2 of the same size in vacuum and a slab
covered on both sides with a monolayer �ML� of H2O. KS
levels were put on an absolute scale using conventional sur-
face science methods. We find the LUMO of the clean slab
positioned at 	LUMO=−5.9 eV with a gap of �Eg=1.5 eV
�changing to 	LUMO=−5.5 eV and �Eg=1.8 eV for the
five-layer slab�. For the 1 ML system the results are
	LUMO=−4.3 eV with a gap of �Eg=1.8 eV �changing to
	LUMO=−4.0 eV and �Eg=1.9 eV for the five-layer
system�. DFT places the CBE of a vacuum slab 2.1 eV below
the CBE of the aqueous interface. However, a single mono-
layer moves the CBE up by 1.6 eV leaving a 0.5 gap with the
CBE in full solution.

Finite system size effects are a major concern in applica-
tion of electronic-structure calculation to interfacial electro-
chemistry. For example, it has been pointed out by Rossmeisl
et al.7 that addition of only a single electron and compensat-
ing counterion represents a significant change in the surface
charge density leading to an increase in the total energy due
to capacitive charging. This effect would directly perturb the
adiabatic EA in our calculation. The agreement between the
adiabatic EA and the LUMO of the uncharged system can

FIG. 2. Computed conduction- and valence-band edges of the
TiO2 /H2O interface compared to the experiment �Ref. 2�, the clean
surface in vacuum and a surface with 1 ML of H2O.
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therefore be seen as reassurance that our system is large
enough to avoid these difficulties. A further conspicuous fi-
nite system size effect is the odd-even oscillation of the band
gap with the thickness of a clean TiO2 slab in vacuum.19 The
costs of DFTMD calculations prohibit a detailed analysis of
system-size dependence in solution. However, as already
mentioned, covering a vacuum slab on both sides with 1 ML
of H2O molecules, saturating the coordination of the Ti5c
sites, had the effect of suppressing these oscillations well
below the 100 meV threshold.

In summary the computational NHE we have developed
uses the solvation free energy of H+ as energy reference in
close analogy with the real electrochemical NHE. Applying
this scheme we computed the position of the conduction-
band edge of a model aqueous TiO2 electrode which was
found 0.4 eV above the experimental level. Considering the
limitations in the accuracy of GGA functionals for the calcu-
lation of band gaps, this result is better than expected. Our
result for the CBE can be therefore be considered as support

for the DFT studies of electron injection in dye-sensitized
solar cells that have appeared in the literature �see, for ex-
ample, Ref. 20�. The downside of the encouraging result for
the electron affinity is the serious underestimation of the ion-
ization potential profoundly frustrating attempts at GGA
level studies of photo-oxidation by TiO2 electrodes. We also
showed that the contribution of hydration to the TiO2 inter-
face potential is comparable or even larger than the shift in
the position of the energy levels due to variation in the pH.
We regard this application to TiO2 /H2O as a proof of prin-
ciple of our DFTMD scheme as well as an illustration of the
importance of the introduction of an absolute energy refer-
ence in interface calculations.
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