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Cooperative effects of Coulomb and electron-phonon interactions in the two-dimensional 16-band
d-p model for iron-based superconductors
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We study the electronic states and the superconductivity in the two-dimensional 16-band d-p model coupled
with Ay, By,, and E, local phonons and obtain the rich phase diagram including the magnetic-, charge-, and
orbital-ordered phases on the parameter plane of the Coulomb and electron-phonon interactions. When the
electron-phonon interaction is dominant, the charge fluctuations induce the s, ,-wave superconductivity, while
when the Coulomb interaction is dominant, the magnetic fluctuations induce the s.-wave superconductivity.
Remarkably, the orbital fluctuations are enhanced due to the cooperative effects of the Coulomb and electron-
phonon interactions and induce the s,,-wave and the nodal s.-wave superconductivities.
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I. INTRODUCTION

The recently discovered iron-based superconductors'?
RFePnO,_,F, (R=rare earth, Pn=As and P) with a transition
temperature T, exceeding 50 K (Refs. 3-7) have attracted
much attention. At present, there are following four families
of the iron-based superconductors: RFeAsO with ZrCuSiAs-
type structure (1111 system), BaFe,As, with ThCr,Si,-type
structure (122 system),3? LiFeAs and NaFeAs with PbFCI-
type structure (111 system),'®'> and Fe(Se,Te) (11
system).!3!4 These systems have similar conducting Fe-
pnictogen (-chalcogen) planes and the resulting electronic
structures predicted by the first-principles calculations are
similar to those for each families.!>->3 The energy bands near
the Fermi level mainly constructed by the Fe 3d orbitals are
heavily entangled and there are two or three concentric hole
Fermi surfaces (FSs) around the I' point [k=(0,0)] and the
elliptical electron FSs around the M point [k=(ar,7)]. These
features are observed by the angle-resolved photoemission
spectroscopy (ARPES) in several compounds.?*~2® Despite
the similarities of the electronic structures for the four fami-
lies, it seems that the details of the gap structures are differ-
ent from system to system as mentioned below and the pair-
ing state together with the mechanism of the
superconductivity for the iron-based superconductors is still
controversial.

As for the 1111 system, the F nondoped compound
LaFeAsO exhibits the structural transition from tetragonal
(P4/nmm) to orthorhombic (Cmma) phase at a transition
temperature 7=155 K and stripe-type antiferromagnetic
(AFM) order at T=134 K with a magnetic moment
~0.36up (Ref. 27) at low temperature. With increasing F
doping, the system becomes metallic and the AFM order
disappears,” and then, the superconductivity emerges for x
~0.1 with T.~26 K. Rare-earth substitution compounds
exhibit superconducting transition with higher T..>7 The
NMR Knight-shift measurements revealed that the supercon-
ductivity of the systems is the spin-singlet pairing.?®?° Fully
gapped superconducting states have been predicted by vari-
ous experiments such as the penetration depth, the specific
heat,>' and the impurity effect on 7..2>3? In contrast to the
above-mentioned experiments, the NMR relaxation rate
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shows the power-law behavior 1/T; « T° below T,,* suggest-
ing the nodal or highly anisotropic gap structure. The other
NMR measurements,>* however, revealed 1/T, = 7° below T,
and there is still controversy.

The parent compound of the 122 system BaFe,As, shows
the structural transition from tetragonal (I4/mmm) to ortho-
rhombic (Fmmm) phase and the stripe-type AFM order si-
multaneously at a transition temperature T=140 K,
where the magnetic moment is about 0.87uz at low
temperature.’ Both the electron and hole doping by the sub-
stitution Co for Fe and K for Ba induce the
superconductivity.®3¢ The T° dependence of 1/7,,%’ the ex-
ponential behavior of the penetration depth® and the ARPES
(Refs. 24, 39, and 40) suggest the fully gapped superconduc-
tivity. The chemical pressure by substituting P for As in
BaFe,(As,_,P,), also leads to the superconductivity with 7.
up to 30 K,*! where the specific heat, the penetration depth,
the thermal conductivity, and NMR 1/7; imply the nodal or
highly anisotropic gap structures.*>*3

In 11 system, FeTe shows the another type of the AFM
order with ordering vector g=(7,0),** where the magnetic
moment is about 2.03uz.** On the other hand, FeSe does
not exhibit the magnetic order but superconducting transition
at T~8 K.!*> The thermal conductivity*® suggests the fully
gapped superconducting state.

Theoretically, Mazin et al.*’ suggested that the fully
gapped s-wave pairing whose order parameter changes its
sign between the hole FSs and the electron FSs (s..-wave
pairing) is favored due to the stripe-type AFM spin fluctua-
tions. According to the weak coupling approaches based on
multiorbital Hubbard models,*$=° and those based on the
d-p model,%-? the s.-wave pairing seems to be the prom-
ising candidate for the pairing state in the iron-based super-
conductors. It is shown that the s.-wave pairing is realized
also in the strong-coupling region by the mean-field study
based on the t-J,-J, model® and the exact-diagonalization
study based on the one-dimensional two-band Hubbard
model.** The s..-wave state mediated by the spin fluctuations
seems to be consistent with many experiments. However, the
theoretical analysis of the nonmagnetic impurity effects
based on the five-band Hubbard model shows that the
s.-wave state is very fragile against nonmagnetic
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impurities.% This is in contradiction to the experimental re-
sults that the superconductivity for the iron-based supercon-
ductors is robust against nonmagnetic impurities. Therefore,
the fully gapped s-wave state without sign reversing
(s,,-wave state) is considered to be another promising can-
didate for the pairing state in the iron-based superconductors.

In the previous papers,®>-2%¢ we have investigated the
electronic states of the Fe,As, plane in iron-based supercon-
ductors on the basis of the two-dimensional 16-band d-p
model which includes the Coulomb interaction on a Fe site:
the intraorbital and interorbital direct terms U and U’, the
Hund’s coupling J, and the pair-transfer J'. Using the
random-phase approximation (RPA), we have found that, for
U>U', the s.-wave superconductivity is realized due to the
spin fluctuations with ¢~ (7, 7), while for U<U’, the
s.,-wave state is realized due to the orbital fluctuations with
g=(0,0).9 In addition, we suggest that the electron-phonon
interaction enhances the orbital fluctuations and plays the
significant role in the realization of the s, ,-wave supercon-
ductivity in the realistic parameter region U>U’. In the re-
cent Raman spectroscopy, it is shown that the electron-
phonon coupling constant for A, and B;, modes are larger
()\Al 7\3 ~0.5) (Ref. 67) than those predicted by the first-
prmmples calculations (A~ 0.21)." Then, it is important to
investigate the effects of the electron-phonon interaction on
the electronic states and the superconductivity based on the
microscopic model.

Recently, Kontani and Onari have investigated the five-
band Hubbard-Holstein model which includes the Coulomb
interaction and the electron-phonon interaction due to the B,
and E, phonons at the zone center by using the RPA and
have shown that the E, phonons drastically enhance the or-
bital fluctuations and the s, ,-wave superconductivity is real-
ized by the orbital fluctuations for the realistic values of the
electron-phonon coupling.®® In Ref. 68, they derive the
electron-phonon coupling by calculating the electrostatic po-
tential variance for Fe 3d electrons from the four surround-
ing As>~ ions due to the oscillations of the Fe atoms assum-
ing that the spatial extensions of the Fe 3d-like Wannier
functions are small. The spatial extensions of the Fe 3d-like
Wannier orbitals in the five-band model, however, are very
large, e.g., (r)—(r)*~5.37 A’ for do_. orbital in
LaFeAsO,%-7! in contrast to their assumption. On the other
hand, in the effective model which includes both the Fe 3d
orbitals and the As 4p orbitals, so-called d-p model, the spa-
tial extensions of the Wannier functions are considered to be
largely reduced.®’! Therefore, theoretical studies on the
electron-phonon interaction based on the d-p model are
highly desired.

In the present paper, we investigate the effects of the
electron-phonon interaction on the electronic states and su-
perconductivity based on the two-dimensional 16-band d-p
model, where the A, o Big and E, phonons at the zone center
are considered. Solving the linearized Eliashberg equation
with the pairing interaction obtained by using the RPA, we
obtain the phase diagram on the parameter plane of the Cou-
lomb and electron-phonon interactions.

The paper is organized as follows. In Sec. II, we introduce
the two-dimensional 16-band d-p model coupled with the
Ay, By, and E, local phonons and explain the formulation

PHYSICAL REVIEW B 82, 064518 (2010)

of the RPA with the Coulomb and electron-phonon interac-
tions in the multiorbital system. In Sec. III, we show the
numerical results of the charge-orbital susceptibility and the
gap function for the various values of the Coulomb and
electron-phonon interactions. The linearized Eliashberg
equation is solved and we obtain the phase diagram. Finally,
we summarize the paper in Sec. IV.

II. MODEL AND FORMULATION

Our model Hamiltonian is the two-dimensional 16-band
d-p model®*-626572 coupled with local phonons, where 3d
orbitals (d2_2,d2_y2,d,y.d,,.d,) of two Fe atoms (Fe'
=A,Fe?=B) and 4p orbitals (p,.p,,p,) of two As atoms are
explicitly included. It is noted that x,y axes are directed
along second nearest Fe-Fe bonds. Here, we number the
Fe 3d orbitals as follows: ds,2_,2(1), d2_2(2), d,,(3), d,,(4),
and d_,(5).

The total Hamiltonian of the d-p model is given by

H=H0+Hint+th+Hel—ph? (1)

where Hy, Hiy. H,,, and H,.,, are the kinetic, Coulomb
interaction, phonon and electron-phonon interaction parts of
the Hamiltonian, respectively. The kinetic part of the Hamil-
tonian is given by the following tight-binding Hamiltonian:

Hy= 2 &{d} i digs+ 2, ehp

imoPimo
il,o im,o
P T
+ 2 ’] € e ’godJ(/ + E tf,j,m,m’pima'pjm’a'
l,jff’, i,j,m, m' N
+ 2 t](’m tfapjm0'+H-C-7 (2)
ij,{,m,o

where d;¢, is the annihilation operator for Fe 3d electrons
with spin o in the orbital ¢ at the site i and p,,, is the
annihilation operator for As 4p electrons with spin o in the
orbital m at the site i. In Eq. (2), the transfer integrals tf{j’f’f,,
if’m,m,, tffi&m, and the atomic energies ¢, &” are determined
so as to fit both the energy and the weights of orbitals for
each band obtained from the tight-binding approximation to
those from the density-functional calculation for LaFeAsO
and are listed in Refs. 64 and 70. The doping concentration x
corresponds to the number of electrons per unit cell n=24
+2x in the present model. The FSs for x=0.1 are shown in
Fig. 1 and we see the two hole FSs (FS1 and FS2) and the
two electron FSs (FS3 and FS4) as predicted by the first-
principles calculations.! 1

The Coulomb interaction part of the Hamiltonian is given
as follows:
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FIG. 1. (Color online) FSs obtained from the d-p model for x

=0.1. The solid and dashed lines show the FSs which have mainly
d,., d., and d,>_,> orbital character, respectively.
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where U and U’ are the intraorbital and interorbital direct
terms, respectively, and J and J' are the Hund’s coupling and
the pair transfer, respectively. We assume that the relations
between Coulomb matrix elements U=U"+2J and J=J are
satisfied throughout the present paper.

Now we consider the effect of the phonon and the
electron-phonon interaction parts of the Hamiltonian H,,, and
H,ppy- By performing the group theoretical analysis, it is
found that there are 14 kinds of the optical-phonon modes at
the zone center. In the present paper, we consider the A,,,
B, and E, phonon modes in which As atoms oscillate along
the z axis, Fe atoms oscillate along the z axis, and Fe atoms
oscillate in the x-y plane, respectively (see Fig. 2). Here and
hereafter, we neglect the momentum dependence of the
electron-phonon couplings and that of the phonon frequen-
cies for simplicity. The resulting phonon and the electron-
phonon interaction parts of the Hamiltonian are given as

th = 2 2 wsb;“-sbis’ (4)

elph E E 2 2 g” d gdlf’ (bu+bu) (5)

i s A

where b, is the annihilation operator for the phonon of the
mode s (=A,, Blg, E;,, and Eﬁ) at the site i, w, is the phonon
frequency, and g is the electron-phonon coupling. We note
that £ s and E? correspond to the oscillation along the x and y

g
axes in the E, mode. As following Ref. 68, we expand the

| |
: :®_> (OFe

y - - -
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FIG. 2. (Color online) The schematic figure of the oscillations of
Fe and As atoms in the (a) Ay, (b) By, and (c) E, modes, respec-
tively. The small and large spheres denote Fe and As atoms,
respectively.
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electrostatic potential variance for Fe 3d electrons from the
four surrounding As*~ ions due to the oscillations of the Fe
atoms for the B, and E, modes in the displacement of the Fe
atoms up to the first order and expand that in the x, y, and z
coordinates up to the second order. The resulting electron-
phonon coupling matrix elements of the B}, and E, phonons
are given as follows:

35
\'3g51—gE1—gE1——\3gEz—gEz— gEz, (6)
=
gB] gB = \"3/28113215,’ (7)

g =g ", (®)
o _ .
g, =0 (otherwise). 9)

In addition, we also consider the electron-phonon coupling
for the A, phonon,

gf\fg 8Al O (10)

Within the RPA,”3-7 the spin susceptibility ¥*(¢) and the
charge-orbital susceptibility x“(¢) are given in the 50X 50

matrix representation as follows:0-62.66
¥@)=[1- @S ), (1)
() =1+ )T ') (12)

with the noninteracting susceptibility

(0)a.p

X, F((‘I):__EG (kG? Jk+q), (13)

where «, B (=A, B) represent two Fe sites, € represents Fe 3d
orbitals, é(k):[(isn+ M)f—I:IO(k)]" is the noninteracting

Fe 3d electron Green’s function in the 10X 10 matrix repre-

sentation, u is the chemical potential, Hy(k) is the kinetic
part of the Hamiltonian with the momentum k in Eq. (2), k
=(k,ie,), g=(q,iv,), and &,=(2n+1)7T and v,,=2m=T are
the fermionic and bosonic Matsubara frequencies, respec-
tively. It is noted that when the largest eigenvalue Ny, (Ac.)
of #9(g)S [~ (q)C] reaches unity, the magnetic (charge-
orbital) instability occurs.

In the RPA, generally, we need to collect all the ring- and
ladder-type Feynman diagrams, where the bare vertices for

the spin and charge-orbital susceptibilities S and C in Eqgs.
(11) and (12) are given by®®

(S)?;'Z@Q = (U‘Y)?;/gz,e}ey (14)
26,6 82060, i)

(15)

where the D,(iv,)=2w,/(v}+w?) is the local phonon

Ot 10030, = = (0% 10030, ™

Green’s function for the mode s and U® and U° are the bare
vertices due to the Coulomb interaction given as follows:
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u(v) (a=p.t,=t,=4;=4,)
U'-U +2]) (a=B.l,=0;# =1,
U0 = JQU' =J) (a=Bl, =% {;3=10,)
J'(J") (=Bt =4, # ,=103)
L 0 (otherwise).
(16)

In Egs. (14) and (15), we neglect the ladder terms for the
phonon-mediated interaction. This is valid when the condi-
tion w,<Ey is satisfied, where Ef is the Fermi energy, be-
cause the ladder terms are proportional to the power of
w,/ Er in the weak-coupling regime under the condition w;
<EF.76 The vertex corrections including the ladder terms,
however, play significant roles in the intermediate and
strong-coupling regime even though w,<E.”” The effect of
the ladder terms will be discussed in Sec. III D.
The linearized Eliashberg equation is given by

Sy Sv

K Gt o g

X GEE(=KDALE (KGR KD, (17)

ap
)\ Ae(;r(k)z ee R g!(k k)

where AM,(k) is the gap function and Vg 0,.050,(q) is the ef-
fective pairing 1nteract10n for the spin- s1nglet state. Within
the RPA,7>75 V% ’0,05¢,(@) is given in the 50X 50 matrix,

%<3~+ 0). (18)

U0 = 3508~ Ex@)C +
The linearized Eliashberg Eq. (17) is solved to obtain the gap
function A} €,(k) with the eigenvalue \.. At T=T,, the largest
eigenvalue A\, becomes unity. In the present paper, we only
focus on the case with x=0.1, Where the superconductivity is
observed in the 1111 system.?> For simplicity, we set T

=0.02 eV and w, = @B, g—wEl wp2=wy=0.02 eV in the
8

_ 14
present study.'%778 As Ref. 68, we assume gE1—gE1—gEz

ss S e f
—g52 gB =0 and also set gEl—gEg 33, ——gBI gAlg—g

We use 32X 32 k-point meshes and 512 Matsubara fre-
quencies (=5117T<g,=<5117T) in the numerical calcula-
tions for Egs. (11)—(18) and perform the summation of the
momentum and the frequency in Egs. (13) and (17) by using
the fast Fourier transformation. Here and hereafter, we mea-
sure the energy in units of electron volt.

III. CALCULATED RESULTS

A. Charge-orbital susceptibility

As presented in Egs. (14) and (15), where we neglect the
ladder terms, the spin susceptibility is not affected by the
electron-phonon interaction and is the same as the results
shown in our previous papers.®®-626 Therefore, first, we fo-
cus on the effects of the electron-phonon interaction on the
charge-orbital susceptibility. The effects of the ladder terms
on the spin and charge-orbital susceptibilities will be dis-
cussed in Sec. III D.

The several components of the static charge-orbital sus-
ceptibility x°(¢,0) for U’'=0 and 2g>/ w,=0.31 and those for
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FIG. 3. (Color online) (a) Several components of the charge-
orbital susceptibility x°(¢,0) for U'=0 and 2g%/ wy=0.31 and (b)
those for U’'=1.0 and 2g%/ wy=0.45 at J=J'=0.1.

U'=1.0 and 2¢*/ wy=0.45 at J=J'=0.1 are shown in Figs.
3(a) and 3(b), respectively, where the parameters are chosen
to satisfy the condition Ao~ 1. It is found that for U’'=0 and
2g¢%/ wy=0.31, the diagonal components of x“(¢,0), espe-
cially [ )A(C(q,O)]QfD, are large and have sharp peaks around
q ~ (7, ) which originate from the nesting between the hole
FSs and the electron FSs (see Fig. 1), while the off-diagonal
components are small. When U’'=0 and 2g*/ w,=0.31, N\,
~0.99 and the charge susceptibility 25’5,’a,ﬁ[f(c(q,0)];@{;,{”
becomes almost divergent, where the charge fluctuations
dominate over the orbital fluctuations. We note that the
charge fluctuations are enhanced due to the effects of the A,
phonon.

As shown in Fig. 3(b), for U’'=1.0 and 2g%/ w,=0.45, the
off-diagonal components of x°(q,0), especially [ x“(q., 0)]24 4
and [°(¢,0)13;",, are large and have broad peaks around ¢
=(0,0) and g~ (7, m), while the diagonal components are
not so large in contrast to the case with U'=0 and 2g2/w0
=0.31 [see Fig. 3(b)]. We note that [x“(q, 0)]24 5, and
[X“(q.0)15;"), represent the transverse orbital fluctuations.
The peaks around ¢=(0,0) and ¢ ~ (7, 7) originate from the
scattering in the electron FSs and the nesting between the
hole FSs and the electron FSs, respectively. When U’'=1.0
and 2g%/wy=0.45, N\,~0.97 and the off-diagonal compo-
nents [ (q) 15154 and [¥°(g) 15, are largely enhanced, while
the charge susceptibility X ¢, gl X° (@))%~ ¢tere 1 Mot en-
hanced because of the negative contributions of the orbital
susceptibilities such as [)2“((1,0)]2{‘55 (see Fig. 3). Then, the
orbital fluctuations dominate over the charge fluctuations in
contrast to the case with U’'=0 and 2g*/wy=0.31. We note
that the off-diagonal components of the orbital susceptibili-
ties [{(q.0) 155, and [(¢.0)15;";, are enhanced due to the
effects of the E, phonon while [{°(g,0)]};, and
[X°(q.0)1}ss are enhanced due to the effects of the B, pho-
non. In addition, the orbital fluctuations are enhanced also
due to the effect of the interorbital Coulomb interaction U’
as shown in our previous paper.®

B. Gap function

By solving the linearized Eliashberg equation, we obtain
the gap function with the lowest Matsubara frequency in the
orbital representation A, e'(k i7T). Then performing the uni-
tary transformation, we obtain the diagonal components of
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FIG. 4. (Color online) The diagonal compo-
nents of the gap function A(k,i’rrT) in the band
representation for U’=0, 2g>/wy=0.31, and J
=J'=0.1. (a)-(d) correspond to the 11th, 12th,
13th, and 14th bands, respectively. The solid and
dashed lines represent the FSs and the nodes of
the gap function, respectively.

the gap function in the band representation AA(k, i7T). Figure

4 shows A(k,inT) for U'=0 and 2¢%/wy=0.31. It is found
that the pairing symmetry is the s,,-wave state, where the
gap function has no sign change on the whole FSs. In this
regime, the s,,-wave superconductivity is mediated by the
charge fluctuations which is enhanced due to the effects of
the A;, phonon as mentioned before [see Fig. 3(a)].

Figure 5 shows A(k,inT) for U'=1.0 and 2g%/ wy=0.45.
It is found that the pairing symmetry is the s, ,-wave state,
where the gap function has no sign change on the whole FSs.
In this regime, the s, ,-wave superconductivity is mediated
by the orbital fluctuations which is enhanced due to the co-

(a) 11th band (FS1) ]

\

operative effects of the B, o E, phonons, and the interorbital
Coulomb interaction U’ as mentioned before [see Fig. 3(b)].

In contrast to the above two cases, for U'=1.5 and
2¢%/ wy=0.34, the gap function have nodes on the FS4 as
shown in Fig. 6. Thus, the pairing state is the nodal s.-wave
state which originate from the coexistence of the orbital fluc-
tuations with ¢=(0,0) and the spin fluctuations with ¢
~ (77, 77).90-62:66 When we further increase the Coulomb in-
teraction, the spin fluctuations dominate over the orbital fluc-
tuations resulting in the s.-wave state, where the sign of the
gap function between the hole FSs and the electron FSs as
shown in Fig. 7.6 Then, the nodal s.-wave state is ob-

(b) 12th band (FS2)

X 0.0035 N, 0.0035
30035 0.0025
0.002 .002
0.0015 = ~ H 0.0015
' .001 ST} i .001
k0| i i 0.0005 k0 ! | 14 0:0005
* W 20,0005 i - W 0.0005
- =, FIG. 5. (Color online) The diagonal compo-
/ A
_n ma— - ’-‘—63: nents of the gap function A(k,iwT) in the band
o ]2 T K, T representation for U’'=1.0, 2%/ wy=0.45, and J
=J'=0.1. (a)-(d) correspond to the 11th, 12th,
n(c) 13th banfl (FS3) n(d) 14th ban,d (FS4) 13th, and 14th bands, respectively. The solid and
‘\\__’,' g 0.003 ! 4 0.003 dashed lines represent the FSs and the nodes of
0.0025 0.0025 the gap function, respectively.
0.002 0.002
0.0015 0.0015
0.001 0.001
k.0 0.0005 0.0005
i 0 0
-0.0005 0.0005
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served in the crossover region between the s.-wave phase
and the s,,-wave phase as shown in Fig. 7.

C. Phase diagram

The phase diagram on U’-2g*/ w, plane is shown in Fig.
8. It is found that the phase diagram includes the charge,
orbital, and magnetic order and the superconductivity, where
the charge-orbital, magnetic, and superconducting instabili-
ties are determined by the condition that N._o, Agpin, and A
reach unity as mentioned in Sec. II, respectively.

First, we focus on the ordered phase. As shown in Fig. 8,
for 0=U’<0.44, the charge order with ¢~ (m,m) takes
place at a certain critical value of 2g%/w,. Since both the
intraorbital and interorbital direct terms U and U’ suppress
the charge fluctuations, the critical values of 2g?/ w, increase
with increasing U’. For 0.44 <U' < 1.8, the ferro-orbital or-
der with ¢=(0,0) takes place while the antiferrolike orbital
order with ¢ ~ (7, ) takes place for 1.8<<U’' <1.96. Since
the interorbital direct term U’ enhances the orbital
fluctuations,® the critical values of 2g%/w, decrease with
increasing U'. For U’ > 1.96, the stripe-type AFM order with

S++ nodal s+ (FS3) nodal s+ (FS4) s+

7 NF N §F
o O o) o

N AN AN Al

spin fluctuation

FIG. 7. (Color online) The schematic figure of the crossover
between the s,,-wave and the nodal s.-wave states and that be-
tween the nodal s.-wave and the s.-wave states. The solid and
dashed lines represent the FSs on which the signs of the gap func-
tions are positive and negative, respectively.

(b) 12th band (FS2)
7 \\.
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~& 0.006
0.005

FIG. 6. (Color online) The diagonal compo-
nents of the gap function A(k,iwT) in the band
representation for U'=1.5, 2%/ wy=0.34, and J
=J'=0.1. (a)-(d) correspond to the 11th, 12th,
13th, and 14th bands, respectively. The solid and
dashed lines represent the FSs and the nodes of
the gap function, respectively.

q~(m,m) takes
papers.00-62.66
Now, let us bring our attention to the superconductivity. It
is found that the pairing symmetry is always s wave and the
gap structure sensitively depends on U’ and 2g>/w. For
U'=1.25, the s,,-wave superconductivity is realized near
the charge- and orbital-ordered phases. The superconductiv-
ity near the charge-ordered phase is mediated by the charge
fluctuations characterized by [f“(q,O)]?@’f” while that near
the orbital-ordered phase is mediated by the orbital fluctua-
tions characterized by [(g.0)135s  [X°(q.0)151%

place as presented in the previous

Fx=0.1, 7=0.02 eV, 1y=0.02 eV -
1-U=U+2J, J=]’=0.1 eV J
| —e— s++ SC -=-MO (q~Q)/|
—e— s+SC -.—-CO (q~Q)
r=8— nodal s*SC (FS3) — 0O (q~Q)

> f—a nodal s¥SC (FS4)-- 0O (q=0) |
pr Q=(n.m) |
N
N ]
(q\]
\I: ]
I ]
i
o : :
U’ (eV)

FIG. 8. (Color online) (a) The phase diagram on the U’-2g%/ w,
plane for J=J"=0.1 at x=0.1, 7=0.02. The open and solid circles
represent the s,,-wave and s.-wave superconducting instabilities,
respectively. The open triangles and squares represent the nodal
s+-wave superconducting instabilities whose nodes are on the FS3
and FS4, respectively. The dashed, solid, dotted, and dotted-dashed
lines show the magnetic order with ¢~ (a7, ), orbital order with
q~ (m, ), orbital order with ¢=(0,0), and charge order with ¢
~ (m, ), respectively.

064518-6



COOPERATIVE EFFECTS OF COULOMB AND ELECTRON-...

[X“(q.0)13 4 and [¥°(.0)14;%ss (see Fig. 3). On the other
hand, for U’ = 1.6, the s..-wave superconductivity is realized
near the orbital- and magnetic-ordered phases, where the
spin fluctuations are responsible for the superconductivity as
presented in the previous papers.®%-92% In addition, the nodal
s+-wave superconductivity is realized between the s, ,-wave
and s.-wave superconducting phases.

This crossover behavior is naturally explained by the rela-
tive strength of the orbital fluctuations and the spin fluctua-
tions. When the spin fluctuations are not so strong, the
s,..-wave state is realized. With increasing U’, the spin fluc-
tuations with g~ (77 7) develop, especially [x*(q, 0)]22 -
The gap function A22 (k,iwT) has sign change between the
hole FSs and the electron FSs, where the amplitude of
ASMk, in) around the electron FSs is small. On the other
hand, A (k i7T) and A (k,iﬂ'T) have no sign change. As
a result, the nodes appear on the FS3 which has mainly or-
bital 2 character. As the spin fluctuations with g~ (7, )
further increase, the amplitude of A%‘(k,iﬂ'T) around the
electron FSs increase and the nodes appear on the FS4 and
finally, for U’ = 1.6, the fully gapped s..-wave state is real-
ized. As shown in Fig. 7, the nodes first appear on the FS3
and the position of the nodes smoothly moves to FS4 as U’
increases. Finally, the nodes on the FSs disappear and the
s.-wave state is realized.

We note that the critical value of 2g?/w, at which the
orbital order takes place decrease with increasing U’ as men-
tioned above since U’ enhances the orbital fluctuations.®®
Thus, we stress that the orbital order and the orbital
fluctuation-mediated superconductivity are driven by the co-
operative effects of the Coulomb interaction and the
electron-phonon interaction.

D. Antiadiabatic limit

Finally, we discuss the effects of the ladder-type diagrams
of the electron-phonon interaction which are neglected in
Egs. (14) and (15). In general, it is difficult to include the
effects of the ladder terms for the phonon-mediated interac-
tion. Therefore, in this section, we study the effects of the
ladder terms by taking the antiadiabatic limit (w,— ),
where the phonon Green’s function becomes D(iv,,)

— 2/ w,. The resulting bare vertices S and C are given by

S e, = OV e, =2 BE g 182w, (19)

2 60 6t
(O e, = (U Ve se, — 28,52, 28 183 0,
s

+ 25,,4;2 ghhighlyy g | (20)

Substituting Egs. (19) and (20) into Egs. (11), (12), and (18)
instead of Egs. (14) and (15), we obtain the RPA results by
including the ladder terms of the electron-phonon interac-
tion. Although the antiadiabatic limit is not physically rel-
evant, it is still a useful point of the reference for getting an
overall understanding of the physics of the model. We note

that, when we apply the antiadiabatic limit to the vertex c
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T T

H 7 antiadiabatic limit 1

28°/ay (V)

normal

% 1 M)
U’ (eV)

FIG. 9. (Color online) (a) The phase diagram on the U’-2g>/ w,
plane for J=J'=0.1 at x=0.1, T=0.02 in the antiadiabatic limit. It is
noted that the legends are the same as Fig. 8.

given in Eq. (15) where the ladder terms of the electron-
phonon interaction are neglected, the phase boundaries for
the charge, orbital, and magnetic orders shown in Fig. 8 are
unchanged although the superconducting phase boundary is
modified due to the retardation effect of the electron-phonon
interactions as mentioned below.

The phase diagram on U’-2g?/w, plane in the antiadia-
batic limit is shown in Fig. 9. As shown in Eq. (19), the spin
fluctuation enhanced due to the first term of right-hand side
(rhs) is suppressed by the second term of rhs corresponding
to the contribution from the ladder terms of the electron-
phonon interaction. Similarly, the charge-orbital fluctuation
enhanced due to the second term of rhs in Eq. (20) is sup-
pressed by the third term of rhs corresponding to the contri-
bution from the ladder terms. Therefore, the magnetic,
charge, and orbital instabilities are considered to be sup-
pressed by the ladder terms of the electron-phonon interac-
tion. In fact, as shown in Fig. 9, the critical values of 2g%/ w,
for the charge and orbital orders with including the ladder
terms are larger than those without the ladder terms shown in
Fig. 8. The critical value of U’ for the magnetic order with
including the ladder terms is also larger than that without the
ladder terms (see Figs. 8 and 9).

Remarkably, the s,,-wave superconductivity is observed
in a considerably wide parameter region as shown in Fig. 9.

In the antiadiabatic limit, the bare vertex C given in Eq. (20)
is independent of the frequency, and then, the effective pair-

ing interaction V(g) due to the charge-orbital fluctuations
becomes attractive for a wide frequency range. On the other

hand, in the case with the frequency-dependent vertex C

given in Eq. (15), the effective pairing interaction V(g) due
to the charge-orbital fluctuations becomes attractive only for
the low frequency |v,,| < w,. As the result, the s,,-wave su-
perconductivity due to the charge-orbital fluctuations is ob-
served in a relatively narrow region as shown in Fig. 8 for

T=wy=0.02, where V(g) is attractive only for v, with m
=0 as v|=27T> wy. When the temperature is lowered below

wy, V(g) becomes attractive also for v, with |m|=1, and
then, it is expected that the s,,-wave superconductivity is
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observed in a wider parameter region also for the case with
the frequency-dependent vertex.

IV. SUMMARY AND DISCUSSION

In summary, we have investigated the two-dimensional
16-band d-p model coupled with A, B, and E, local
phonons using the RPA and have obtained the phase diagram
including the magnetic-, charge-, and orbital-ordered phases
on the parameter plane of the Coulomb and electron-phonon
interactions as follows: (1) for weak Coulomb interaction,
the charge order with ¢ ~ (77, ) takes place due to the effect
of the electron-phonon interaction with A;, mode. (2) For
intermediate Coulomb interaction, the orbital order with ¢
~(0,0) takes place due to the cooperative effects of the
Coulomb interaction and the electron-phonon interaction
with By, and E, modes. The orbital order with g~ (7, )
also takes place for relatively larger value of the Coulomb
interaction. (3) For strong Coulomb interaction, the stripe-
type antiferromagnetic order with g ~ (77, 7r) takes place due
to the effect of the Coulomb interaction.

Using the effective pairing interaction obtained from the
RPA, we have also solved the linearized Eliashberg equation
to obtain the superconducting phase diagram including the
three types of s-wave pairing as follows: (1) near the charge-
ordered phase for weak Coulomb interaction, the s, ,-wave
pairing is mediated by the charge fluctuations. (2) Near the
orbital-ordered phase for intermediate Coulomb interaction,
the s,,-wave pairing is mediated by the orbital fluctuations
when the spin fluctuations are not so strong, while the nodal
s+-wave pairing is mediated by both of the orbital and spin
fluctuations when the spin fluctuations are rather strong. (3)
Near the magnetic-ordered phase for strong Coulomb inter-
action, the s.-wave pairing is mediated by the spin fluctua-
tions.

Similar phase diagram including the magnetic- and
orbital-ordered phases had recently been obtained by Kon-
tani and Onari® using the five-band Hubbard-Holstein
model. They had also discussed the superconductivity due to
the magnetic and orbital fluctuations and have claimed that
the s, -wave superconductivity is realized near the orbital-
ordered phase, while the s.-wave superconductivity is real-
ized near the magnetic-ordered phase, although the detailed
superconducting phase diagram has not been obtained. In the
present study, we have explicitly obtained the superconduct-
ing phase diagram and have found that not only the s, -wave
but also the nodal s.-wave superconductivity is realized near
the orbital-ordered phase in contrast to the prediction in Ref.
68. In addition, the charge order and the charge fluctuation-
mediated s,,-wave superconductivity have been found to
take place due to the effect of the A;, local phonon which
was not been considered in Ref. 68. In early theoretical stud-
ies for the copper oxide superconductors, the effect of the
Coulomb interaction between the d and p electrons U,; was
found to enhance the charge fluctuations which induce the
s-wave superconductivity.”%® We have also discussed the
effect of U,,; on the present d-p model for the iron-based
superconductors and have found that U,; enhances the
charge fluctuation-mediated s,,-wave superconductivity. The

PHYSICAL REVIEW B 82, 064518 (2010)

detailed results will be published in a subsequent paper.

It seems that both the s.-wave and the s, -wave states
with full superconducting gaps are consistent with various
experiments in the iron-based superconductors as mentioned
in Sec. I, although the sign of the gap function has not been
directly observed. However, the recent theoretical studies of
the nonmagnetic impurity effects®> revealed that the Ander-
son’s theorem 1is violated for the s.-wave superconductivity
in contrast to the experimental results of very weak T, sup-
pression in Fe site substitution?>*® and neutron irradiation.?
As the impurity potential due to the Fe-site substitution is
considered to be diagonal and local in the orbital basis ac-
cording to the first-principles calculation,?! it is expected that
the s,.-wave state is more robust against the nonmagnetic
impurity than the s.-wave state. In the recent ultrasonic
measurements,3>%3 a remarkable softening of the elastic con-
stant is observed at low temperature down to 7. and is well
accounted for by Jahn-Teller modes coupled with strong or-
bital fluctuations.®? In addition, the weak T dependence of
1/T,T (Refs. 43 and 84) above T, in the electron-doped com-
pounds is considered to indicate the weak spin fluctuations.
Thus, the s, -wave state due to the orbital fluctuations seems
to be responsible for the fully gapped superconductivity in
the iron-based superconductors.

In BaFe,(As,_,P,),, the recent field-angle-resolved spe-
cific heat®® and the ARPES measurements® suggest that the
superconducting gap function has vertical line nodes along
the k, axis on the electron FSs. This nodal superconductivity
seems to correspond to the nodal s.-wave state obtained in
the present study. In the previous works,’>*%37 the similar
nodal s.-wave states have been obtained in the crossover
region between the s.-wave phase and the d-wave phase
when the different modes of the spin fluctuations coexist.
This is a striking contrast to the case with the present study
where the nodal s.-wave state is realized in the crossover
region between the s, ,-wave phase and the s.-wave phase
when the strong orbital and spin fluctuations coexist. If the
fully gapped superconductivity widely observed in the iron-
based superconductors is the s,,-wave state, it is natural to
consider that the nodal superconductivity observed in
BaFe,(As,_,P,), is the nodal s.-wave state obtained in the
present study.

In the present and previous papers,®® we have shown that
the electron-phonon interaction plays important roles for the
iron-based superconductors in cooperation with the Coulomb
interaction. Actually, the Raman spectroscopies indicate the
large electron-phonon interaction.®’” The large value of the
Griineisen parameter® and the drastic softening of the elastic
constant®>83 observed in BaFe,_ ,Co,As, also indicate the
large electron-lattice coupling. Remarkably, the recent ultra-
sonic measurements revealed that the softening of the elastic
constant Cy4 is much larger than (C;;—C,,)/2 and continues
down to T,.,3% where the temperature dependence of the elas-
tic constant is well accounted for by Jahn-Teller modes
which couple with the orbital fluctuation between d,,; and d_,
orbitals: [)A(”(q)]ﬁ%—[)%c(q)]ﬁ%. Since this type of the or-
bital fluctuation is enhanced due to the electron-phonon in-
teraction with By, mode, we may expect that the effects of
the B, phonon is most dominant for the elastic softening and
the superconductivity. In fact, the first-principles
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calculation'” and the Raman spectroscopies®”’® suggest that

the frequency of the B, phonon is lower than the A, and E,
phonons, although the same frequencies are assumed in the
present study for simplicity. Therefore, we need further in-
vestigation of the electron-phonon interaction with including
the more realistic effects such as the mode dependence of the
phonon frequencies and the coupling constants and the pho-
non dispersions which have not been considered in this

paper.
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