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The observation of the Fulde-Ferrell-Larkin-Ovchinnikov �FFLO� superconducting state and detection of the
spin-dependent effective masses �SDM� of quasiparticles in heavy-fermion systems are combined into a single
theoretical framework within the �mean-field� Gutzwiller approximation for the correlated states of electrons
on a two-dimensional square lattice. The tight-binding approximation with nonzero first two hopping integrals
is assumed for the bare electrons. The appearance of the spin-split masses extends essentially the regime of
temperatures and applied magnetic fields in which FFLO �of the homogeneous, Fulde-Ferrell form� is stable
and thus is claimed to be very important for its detectability. The analysis is performed within the Kondo-lattice
limit of the finite-U Anderson–lattice model accounting in a coherent manner for both the mass renormalization
�in the Gutzwiller approximation� and real-space pairing among the correlated heavy quasiparticles, the latter
driven by the Kondo-type exchange interaction. The results are compared briefly with those obtained recently
for a simpler situation of interacting fermion gas treated within a similar scheme. In Appendices A and B the
Kondo real-space pairing and the Bogolyubov transformation for the SDM case are detailed.
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I. INTRODUCTION

Among new superconductors discovered at the beginning
of this decade are those termed as unconventional, i.e., those
which exhibit breakdown of basic symmetries such as the
spatial inversion1 or the time reversal,2 as well as the singlet-
triplet Cooper pair mixing.3 These features have been ob-
served in heavy-fermion compounds4 and demonstrate a non-
standard behavior even when the Bogolyubov-Valatin-de
Gennes quasiparticle approach can still be applied. Such an
approach is based on the concept of Landau-Fermi liquid,
which in the present situation is called almost localized.5 By
almost localized Fermi liquid we understand first of all a
fermionic liquid with large and spin-dependent mass �SDM�
enhancement in the magnetically polarized state. Such liquid
is realized in a system with the band filling of the uppermost
valence band close to that corresponding to the Mott-
Hubbard insulator �i.e., close to an integer value�. A separate,
largely unanswered question is concerned with the pairing in
the non-Fermi �non-Landau� liquids6 and particularly, in
high-temperature superconductors.7

Under these circumstances, it seems proper to select the
cases, for which a limited number of novel factors such as
the spin dependence of quasiparticle mass8–11 and the real-
space pairing induced by strong correlations12 can be incor-

porated into an effective Fermi-liquid picture. In such situa-
tion the whole problem becomes tractable within modified
Bardeen, Cooper, and Schrieffer �BCS� theory in the form of
extended Bogolyubov-Valatin-de Gennes-Nambu approach.
All these topics constitute the contents of the present paper.
Explicitly, we consider a two-dimensional �square� lattice
model of correlated electrons treated within the Gutzwiller
approach to correlated states13 and calculate the phase dia-
gram encompassing both the BCS and the Fulde-Ferrell-
Larkin-Ovchinnikov �FFLO� states in an applied magnetic
field in the Pauli-limiting case which is appropriate for the
heavy-fermion systems. This paper thus proposes a modified
Fermi-liquid description of an unconventional supercon-
ductor with strongly correlated electrons which lead to
SDMs and real-space pairing induced by exchange interac-
tions. In connection with this one should note that the con-
cept of SDM has been also used recently in the context of
coexistence of ferromagnetism and superconductivity.14

The structure of the paper is as follows. In Sec. II we
introduce briefly the narrow-band limit of the Anderson-
lattice model with real-space hybrid pairing12 among the cor-
related particles in the Gutzwiller-projected state. We also
introduce there a basic description of the paired state within
the properly modified BCS approach for the renormalized
mean-field state. In Sec. III we present detailed numerical
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results concerning the quasiparticle states, as well as the
phase diagram including the simplest, homogeneous, type
�Fulde-Ferrell, FF� of the possible FFLO states. We show
there that the inclusion of the spin dependence of quasipar-
ticle masses8–11 stabilizes the FFLO state in much wider in-
terval of temperature and applied field. This result is related
to the discovery10 of SDM in the CeCoIn5 system, in which
the FFLO phase was proposed,15 most probably mixed with
antiferromagnetism.16 In Sec. IV we overview briefly the
whole approach and compare our results with those obtained
recently for a simpler situation of interacting fermion gas
treated within a similar scheme. In Appendix A we provide a
detailed discussion of the Kondo-type pairing and in Appen-
dix B define the Bogolyubov quasiparticles, as well as sketch
the solution for the superconducting states with SDM in the
magnetically polarized state within the self-consistent BCS
approach.

II. MODEL

As mentioned already, the goal of this paper is to incor-
porate the spin-dependent quasiparticle masses �Refs. 8–11�
of heavy electrons into the description of superconductivity.
The heavy electrons are treated in the tight-binding approxi-
mation for the two-dimensional square lattice. We analyze in
detail a relative stability of the BCS phase against the FF
type of FFLO state in an applied magnetic field H and at
temperature T�0. We introduce also the Kondo-type real-
space pairing for the finite-U Anderson lattice, as it consti-
tutes a coherent part of the whole problem studied.

A. Effective Anderson-lattice Hamiltonian
with Kondo-type real-space pairing

We start with the effective Anderson-lattice Hamiltonian
in the large, but finite-U limit, which in the Wannier repre-
sentation has the form �cf. also Appendix A�

H = �
mn�

�tmn
�c� − ��mn�cm�

† cn� + �� f − ���
i�

Ni��1 − Ni�̄�

+ �
im�

Vim�1 − Ni�̄��f i�
† cm� + cm�

† f i�� − 2�
imn

2VimVin

U + � f
bim

† bin.

�1�

In this Hamiltonian the doubly occupied f-electron atomic
states have been projected out. The first term represents the
conduction �c� electrons �with the chemical-potential part
subtracted�, the second describes the originally localized �f�
electrons with the site double occupancies projected out �the
corresponding number operator is Ni�� f i�

† f i��, the third—
the projected f-c hybridization, and the fourth the real-space
pairing part in the leading order �cf. Figs. 1�a� and 1�b�� with
the projected spin-singlet hybrid pairing operators

bim
† �

1
�2

�f i↑
† �1 − Ni↓�cm↓

† − f i↓
† �1 − Ni↑�cm↑

† �, bim � �bim
† �†.

�2�

The above real-space operators are intrasite if Vim=V�im, i.e.,
the hybridization has an intra-atomic nature. The pairing part

disappears if the f-f intra-atomic �Hubbard� interaction U
→�. For U�� the hybrid pairing represents a part of
Kondo-type interaction which is derived12 in direct analogy
to the pairing represented by t-J model.7,17 Note that the
Kondo part contains only the “high-energy” virtual hopping
processes �with f-site double occupancies in the intermediate
state�, not the full Schrieffer-Wolff form.18 The “low-energy”
hybridization processes �associated with the single f-site
occupancy—the conduction-band hybridization� are left in-
tact �i.e., as in the original Anderson-lattice Hamiltonian� and
yield the itineracy of the bare atomic f electrons. The crucial
feature of Eq. �1� is thus the exclusion of f-site double oc-
cupancies, which effectively leads to the spin-dependent
renormalization of the hybridization and in turn, to SDM, as
well as to the virtual �f-c� hopping inducing real-space pair-
ing, both within a single formal scheme. In the Kondo-lattice
limit �i.e., when nf ����Ni��1−Ni�̄�	�1−�, with �	1� and
in the saddle-point or Gutzwiller approximations,5,13 Hamil-
tonian �1� can be brought �up to a constant term� into an
effective single-narrow-band form with the BCS type of pair-
ing, which is �if we include also the Zeeman term—field
H�0�

FIG. 1. �Color online� Schematic representation of the hoppings
processes to second order in Vim. The hopping labeled as 2 and 2� in
�b� are alternative processes. The processes �a� and �b� lead to real-
space pairing, whereas the three-step process �c� leads to the itin-
eracy of the originally atomic f electrons with effective hopping tij.
All three processes contribute to the dynamics of heavy quasiparti-
cles with renormalized characteristics. The processes are discussed
in analytic terms in main text and Appendix A. The virtual process
�a� leads to the Kondo interaction, whereas the process �b� intro-
duces hybrid pair hopping.
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H = �
k�

�q��k − �g�BH − ��
k�
† 
k�

−
1

N
�

kk�Q

4Vk
2Vk�

2

� f
2�� f + U�

R��̄�k�k�
k↑
† 
−k+Q↓

† 
−k�+Q↓
k�↑.

�3�

The above operators are those for the fermions in itinerant
f states, i.e., 
k�

† 
 fk�
† . The quantity q��k is the effective

band energy of f electrons induced by the hybridization �cf.
Fig. 1�c��, N is the number of sites, �k is a complicated
function of quasimomentum k �cf. Appendix A�, and Vkk�
=−4Vk

2Vk�
2 / �� f

2�� f +U�� is the strength of the pairing poten-
tial, taken in the following for the case of intra-atomic form
of hybridization, Vk=V. The factor q�, which in the U→�
limit has the form q�= �1−n� / �1−n��, with n
nf, is the
band renormalization factor leading to SDM, with m� /m0
=q�

−1. Physically, the pairing results from the Kondo-type-
induced f-magnetic moment self-screening of the heavy qua-
siparticles since they obey the Fermi-Dirac statistics. The
renormalization factor of the pairing part R��̄��q�q�̄�1/2 will
be regarded here as a constant reducing only the pairing po-
tential magnitude, i.e., V0� 4V4

� f
2�� f+U�R��̄. In what follows we

take a simplified form of �k as of the d-wave symmetry, i.e.,
�k=cos kx−cos ky. In general, the separable potential derived
in Appendix A, Vkk�=g�k�g�k��, should be expanded in
terms of the l=0, l=2, etc., components and thus more com-
plicated mixed s- and d-wave paired states are conceivable.

A few important physical remarks conveying principal
features of our approach are in place here. First, the original
atomic f electrons acquire itinerant �band� properties by a
three-step process: hopping f →c from the atomic to the bare
conduction-band �c� states followed by a propagation in the
conduction band �c→c� and a subsequent deexcitation c
→ f �for illustration see Fig. 1�c��. Hence, the bare f-f hop-
ping amplitude is of the order t��V /� f�2t�c�, where t�c� is the
hopping amplitude between the nearest-neighbor pair �m ,n	
in the conduction band. The processes leading simulta-
neously to both real-space pairing and itineracy of f elec-
trons are represented schematically in Figs. 1�a�–1�c�. Sec-
ond, as said above, the mechanism of pairing is of similar
origin as that in t-J model, as discussed elsewhere.17 In the
present case it originates from the f-c virtual hopping,
whereas in the latter case it is induced by the d-d virtual
hopping. This means that the pairing here is also driven by
the kinetic exchange, this time of the Kondo type. Third, the
strongly correlated and hybridized electrons form an almost
localized Fermi liquid of electrons in a single very narrow
band of f states, when �	1. The last assumption means that
the number of quasiparticles is characterized by the band
filling n
nf �related to, e.g., cerium valency by Ce+4−nf� and
is regarded as constant as a function of T and H which is
valid only at low temperature T	TK �TK is the effective
Kondo temperature cf. Karbowski and Spałek in Ref. 12�.
Finally, TK plays the role of the f-electron bandwidth and
its value is of the order 2z�t�c���V /� f�2�1−n� / �1−n /2�

10−2t�c��2zt̃, where t̃ is an effective f-electron hopping
�i.e., includes the double f occupancy exclusion. Since t is a

fraction of eV, then t̃TK is in the regime of the order 10 K
�here it is about 5 K, see below�. The extreme narrow band-
width of the quasiparticle band explains why the heavy-
electron systems are so sensitive to moderate applied fields
on the order of 10 T; this is because the Zeeman energy may
represent even a sizable portion of their Fermi energy. Note
also that in this narrow-band regime we have assumed that
the f-band filling n is fixed, i.e., independent of T and H.
This is not true in the general Anderson-lattice case as,
strictly speaking, only the total number of electrons nc+nf
=n is fixed.

One should mention that the present model differs from
those representing either hybridized bands with multiple
gaps19 or that containing Kondo-type coupling introduced at
the start,20 as in this paper we introduce both heavy quasi-
particles �with SDM� and the real-space Kondo-type pairing
within a single framework. Additionally, as we introduce an
effective single narrow f-band picture, only a single gap of
intraband type emerges and is caused by the hybrid �f-c�
pairing. For simplicity, we neglect much smaller fourth-order
f-f exchange interaction �V4 /U3 which also contributes to
the pairing among the quasiparticles of f character in the
Kondo-lattice limit.

B. Paired states: BCS vs FFLO

On the basis of the above discussion �cf. also Appendix
A�, the starting Hamiltonian for analyzing paired states is
assumed of the form

H = �
k�

��k� − �g�BH − ��fk�
† fk�

−
V0

N
�

kk�Q

�k�k�fk↑
† f−k+Q↓

† f−k�+Q↓fk�↑. �4�

Next, we introduce explicitly the quasiparticle states and
analyze the relative stability of the BCS and the FFLO con-
densed states, the latter defined by the center-of-mass mo-
mentum Q�0 of the Cooper pairs. As mentioned already,
we consider here the homogeneous FF type of FFLO phase,
i.e., �r�=QeiQr. Having in mind different gap symmetries,
we assume that k,Q�Q�k, where the d-wave symmetry is
expressed via �k. We analyze explicitly the case of quasi-
two-dimensional superconductor21 in a clean limit, where
Pauli-limiting situation22 is well defined. Also, we introduce
the dispersion relation in the itinerant f-electron quasiparticle
band, which is parametrized as follows:

�k� � q��− 2t�cos k̇x + cos ky� + 4t� cos kx cos ky� �5�

with t and t� being first two hopping integrals between the
nearest and the next-nearest neighbors, respectively �in the
numerical calculations we take t� / t=0.5�. This electronic
structure represents main quasi-two-dimensional features of
electronic states for both CeCoIn5 and organic systems, in
which FFLO has been discovered �cf. Singleton et al. and
Cho et al. in Ref. 15�, but SDM has not. Using the standard
diagonalization techniques �cf. also Appendix B� we obtain
the quasiparticle energies in the superconducting state in the
form more general than that in Refs. 21 and 23, i.e.,
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Ek,Q,� =
1

2
��k↑ − �−k+Q↓� − g�BH + �

1

2
���k↑ + �−k+Q↓ − 2��2

+ 4�k,Q�2�1/2, �6�

where the sign �=+ corresponds to the particle and the sign
�=− to the hole excitations, respectively. In the above equa-
tion � is the chemical potential and the gap function is de-
termined for each phase separately from the self-consistent
equation

Q =
V0Q

N
�
k

�k
2 f�Ek,Q−� − f�Ek,Q+�

Ek,Q+ − Ek,Q−
. �7�

This equation must be supplemented by the corresponding
equations for � and n�. Explicitly, spin-subband filling fac-
tors are determined from the conditions

n↑ =
1

N
�
k

1

Ek,Q,+ − Ek,Q,−

� ��Ek,Q,+ + �−k+Q↓ − � − g�BH�f�Ek,Q,+�

− �Ek,Q,− + �−k+Q↓ − � − g�BH�f�Ek,Q,−�� , �8�

n↓ = 1 −
1

N
�
k

1

Ek,Q,+ − Ek,Q,−

� ��Ek,Q,+ + �k↑ − � − g�BH�f�Ek,Q,+�

− �Ek,Q,− + �k↑ − � − g�BH�f�Ek,Q,−�� . �9�

For a given Q Eqs. �7�–�9� form a self-consistent system for
Q, n�, and �. In practice, one has to find a value of Q that
minimizes the free energy corresponding to the calculated
Q, n�, and �. The general free energy of the Landau type is
given by

F = − kBT�
k

�
�=�

ln�1 + exp�− Ek,Q,�/kBT�� + �Nn

+ �
k

��−k−Q↓ − � + g�BH� + N�Q�2/V0. �10�

Since the problem is numerically complicated, we used two
independent methods to be assured that the global minimum
has been found, as well as to check for their relative accu-
racy: first, for each value of Q from a 160�160 grid in a
quarter of the Brillouin zone, we solve the system of Eqs.
�7�–�9� and choose that corresponding to the lowest value of
F. The sums in the equations were calculated directly using
a grid of the same density, as for Q. In the second method,
we directly looked for a global minimum of F with respect
to Q, Q, and n�. The chemical potential was calculated
from the condition for the total number of electrons, n�

+n�̄=n. In the latter method the sums were replaced by the
integrals over momenta in the first Brillouin zone. The physi-
cal properties emerging from such a procedure are presented
as a function of both H and T and discussed next.

III. RESULTS AND PHYSICAL DISCUSSION

A. Normal state

In Fig. 2�a� we display the field dependence of the mass
enhancement in the normal state for band filling n=0.97, i.e.,
close to the integer value. Note a strong temperature depen-
dence associated with the corresponding reduction in the
magnetization �n↑−n↓�. Taking t=83 K, we estimate t̃
=5 K, i.e., the regime of physical fields H�20 T as limited
by g�BH / t�0.1, where the mass splitting becomes indeed
essential. In Fig. 2�b� we plot the field dependence of the
quasiparticle density of states. One observes not only a Zee-
man splitting of the spin subbands but also their relative
distortion due to the presence of the band narrowing factor
q� �note that here the spin �=+1 subband is that representing
the spin-majority band�. The observed rapid change in the
density of states with the increasing applied field influences
essentially the relative stability of superconducting phases,
as discussed next.

B. Superconducting states: Phase diagram

To characterize the relative stability of the BCS and the
FFLO states, we plot the phase diagrams in Figs. 3�a� and
3�b� with the spin-independent masses �SIMs, taken as the
average value mav= �m↑+m↓� /2; then also q�=q�̄�q� and
with SDM �m��m�̄�, respectively. One notes an essential
extension of the stability regime of the FFLO phase on the
H-T plane in the latter case. This is the reason, we claim,
why the FFLO state, most probably mixed with
antiferromagnetism16 has been observed in CeCoIn5, where
SDM were clearly established.10 For the sake of complete-
ness, we plot in Figs. 4�a� and 4�b� the values of the gap
function Q and the optimal center-of-mass momentum Q,
respectively �k,Q�k,Q=0 in the BCS state�. The gap am-
plitude Q jumps across the BCS-FFLO border signaling the
first-order transition. The transition to the normal phase
seems to be continuous. The white dashed lines in Figs. 3�a�
and 3�b� mark the critical field Hc2 for the d-wave BCS state.
Also, only if we include SDM, the uppermost critical field is
spectacularly curved upward, what is observed in the organic
systems �cf. Singleton et al. and Cho et al. in Ref. 15�. How-
ever, one must mention that SDM have not been detected as
yet in the latter system. One should note that the free-energy
differences at the transition are on the order of 10−4t

10−2 K at most �see Fig. 4�, what makes particularly intri-
cate achieving the proper numerical accuracy when extract-
ing the solutions of the self-consistent integral equations for
Q, n�, and �. This circumstance is also the reason behind
the statement that within our numerical accuracy we cannot
decisively state that the FFLO-normal-state phase transition
is continuous. The last remark is illustrated in Figs. 5�a� and
5�b�, where we plot the gap magnitude Q on the H-T plane.
In Fig. 5�b� we provide the value of Q, which is not fixed in
the FFLO regime �Qx=Qy 
0.6–0.9 in � /a units, where a is
the lattice constant�.

From Figs. 3–5 we can draw the following conclusions.
First, in the situation with SDM, the FFLO state becomes
stable in an extended regime of applied field and tempera-
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ture. The reason for that is provided indirectly in Fig. 6,
where we plot the exemplary curves of the relative magnetic
polarization in the normal state, �n↑−n↓� / �n↑+n↓�, as a func-
tion of H. In the case with SDM, the magnetization grows at
a slower pace vs H as compared to the situation with SIM.
However, the spin resolved density of states �cf. Fig. 2�b�� is
strongly distorted in an applied field causing the appearance
of the FFLO state in relatively low applied fields. At the
same time, the kinetic energy in the SDM case is lower than
that in the SIM case since the spin-majority band broadens
up with the increasing polarization. In effect, the formed
FFLO state is stable in the wider interval of H. Second, if the

FIG. 2. �Color online� �a� Spin-dependent mass enhancement vs
applied field H for selected values of both the filling n and tempera-
ture T specified. The effect is particularly strong for n very close to
unity and for T	TK. �b� Field dependence of the spin resolved
density of quasiparticle states for g�BH / t=0 �middle graph� and
0.03 �lowest graph�. Note that both the spin-subband relative dis-
tortion in an applied field and the Zeeman splitting is quite signifi-
cant in the latter case.

FIG. 3. �Color online� Phase boundaries for a two-dimensional
d-wave superconductor with both �a� the SIMs and �b� the SDMs.
The FFLO-BCS transition line is of discontinuous nature. The
dashed line marks the stability limit of the BCS state as determined
by the value of the second critical field Hc2 for the BCS state. The
values of parameters are n=0.97 and V0=12.5 K. For these values
of the parameters, the superconducting transition temperature is
Tsc=2.5 K and the uppermost critical field for the FFLO phase is
above 6 T. Note that the FFLO state is robust in the situation with
SDM and this result is one of the principal features of the present
paper.
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value of t=83 K is taken, then the value of critical tempera-
ture for H=0 is Tsc
0.03t
2.5 K. Parenthetically, the hop-
ping magnitude for the quasiparticles is t̃= tq=5 K. The
uppermost critical field is then quite large �above 6T�, so
indeed we have an example of high-field low-temperature
unconventional superconducting state. For the sake of com-
pleteness, in Fig. 7 we compare the magnetization curves in
the superconducting and the normal states �with a disconti-
nuity at the BCS→FFLO boundary�. The discontinuity dem-
onstrates additionally the first-order nature of the transition.
It is worth noting that the transition between the two spin-
singlet superconducting phases induces a discontinuous
metamagnetic transition even though the magnetization
curve is continuous in the normal state. This characteristic

can thus provide an experimental indication for the nature of
BCS-FFLO transition.

IV. CONCLUDING REMARKS

A. Outlook

Although the present results cannot be directly applied to
the systems such as quasi-two-dimensional CeCoIn5 or or-
ganic superconductors, they delineate principal nontrivial
features of FFLO state in strongly correlated systems with
d-wave form of the gap. Namely, from the results above it
follows, that the SDMs play an important quantitative, if not

FIG. 4. �Color online� Exemplary free-energy shape contours �in
units of t� on Q= �Qx ,Qy� plane �in � /a units� for the BCS and
FFLO states. The two separate minima Q=0 and Q�0 are the
principal cause for a discontinuous switching from �a� BCS
�Q=0� to �b� FFLO �Q�0� state.

FIG. 5. �Color online� Magnitude Q of the superconducting
gap function on the H-T plane �a� and the center-of-mass momen-
tum components Qx=Qy �b� for the same situation as in Fig. 3 and
for the case with SDM. Only discontinuity of Q matters in deter-
mining the order of the BCS→FFLO transition. Note also that the
value of Q varies with changing H and T in the latter phase.
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crucial role, in extending the �H ,T� regime of the FFLO
phase stability and therefore should be taken into account in
realistic models of superconductivity in heavy-fermion com-
pounds. The spin-split masses appear in both the Gutzwiller
�or mean field� and other approaches,8,9 so they represent an
essential ingredient of the theory of correlated states in mag-
netically polarized state.

One has to note that in the FFLO phase there are substan-
tial unpaired regions in the Brillouin zone in which either
Ek,Q,+�0 or Ek,Q,−�0. The unpaired regions can easily be-
come magnetic and hence the antiferromagnetism-FFLO co-
existence must be analyzed with care. This is particularly so
since the real-space pairing discussed here is induced by an
antiferromagnetic type of kinetic exchange. The coexistence
of superconductivity with antiferromagnetism has not been
tackled in this work since the primary purpose here is to
demonstrate the intrinsic relevance of the spin dependence of
the quasiparticle mass on the FFLO stability and other physi-
cal properties.

In brief, while our mean-field calculations including the
nonstandard nature of quasiparticles, but without antiferro-
magnetism, cannot be regarded as applicable directly to sys-
tems such as CeCoIn5, they provide a strong indication con-
cerning the possible physics of the FFLO appearance in
strongly correlated systems.

B. Comparison with the electron-gas case

The present paper extends the earlier works for the corre-
lated electron gas in both three24 and two25 spatial dimen-
sions. The results here differ in a number of respects from
those presented earlier, both in SDM �Ref. 25� and SIM �Ref.
26� situations. First, in the present model there is only one
stable FFLO phase with Qx=Qy �such result has also been
obtained in Ref. 27 in the SIM case�, whereas for a 2D gas
with d-wave gap symmetry also the phase with Q= �Qx ,0� is
stable for magnetic fields close to Hc2 and at low
temperature25,26 �both in the SDM and SIM cases�. Second,
here the center-of-mass momentum magnitude is of the order
Q
� /a, that is, about an order of magnitude larger than that
for the gas case �for which Q
0.05kF�. Third, the critical
field Hc2 in the present model is almost the same for SDM
and SIM cases, whereas for the electron-gas model the criti-
cal field for SDM case is about four times higher than that
for the corresponding SIM case. Fourth, the FFLO phase
benefits energetically to a greater extent from SDM in the
present model than for the gas �i.e., it occupies a larger por-
tion of the phase diagram on �H ,T� plane�. Fifth, the BCS-
FFLO transition in the present situation with SDM is always
discontinuous and is associated with a large jump of magne-
tization �cf. Fig. 7�. In the gas case this transition is of the
first order only for T�0.8 K, and both the magnetization
and the gap jumps at the BCS-FFLO boundary are much
smaller. Finally, the BCS-FFLO transition line here descends
with the increasing T �see Fig. 3�, whereas for the gas model
this line ascends with the increasing T and resembles the
experimental findings.15 The differences are caused mainly
by the circumstance that only in the present case van Hove
singularity appears explicitly. There are also other qualitative
differences in the character and shape of the density of states
�cf. Figs. 2�b� and 2�c��. These differences induce quite large
mass splitting m�m↓−m↑ in the present situation �m /m↑
is almost 100% in the field H
Hc2� whereas it is small
�m /m↑
10%� in the corresponding gas case.

However, there is one additional difference between the
approach of Ref. 25 and that presented here. Namely, in the

FIG. 6. Exemplary magnetization curves in the normal state for
the two selected band fillings: �a� n=0.99 and �b� n=0.97. The
system magnetizes less rapidly in the case with SDM �m�0�.
However, in that case the spin resolved density of states is strongly
influenced in the applied field �cf. Fig. 2�b�� and this last factor
determines directly the changes in the SDM case.

FIG. 7. �Color online� Magnetization curves in the supercon-
ducting �continuous line� and the normal states �dashed line�. The
parameters are n=0.97 and V0=12.5 K. Note that the transition
between the superconducting states is associated with a metamag-
netic transition followed by a continuous evolution to the normal
state.
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former case24,25 we include also the effective field hcor com-
ing from correlations and obtained, e.g., in the saddle-point
solution of the slave-boson approach. Such an effective self-
consistent field28 does not appear in the standard Gutzwiller
approximation and in the limit of no double occupancies �d
=0� for a tight-binding model would lead to ferromagnetism
close to the integer band filling. Therefore, we decided not to
include this feature of the correlated states �i.e., going be-
yond the Gutzwiller approach� until a full phase diagram,
incorporating also antiferromagnetic or spin-density-wave
states, is constructed.
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APPENDIX A: FROM KONDO COUPLING TO REAL-
SPACE PAIRING IN AN ALMOST LOCALIZED
FERMI LIQUID OF HEAVY QUASIPARTICLES

Even though the real-space hybrid pairing has been dis-
cussed earlier,12 we summarize here its main features to dem-
onstrate its difference with the spin-fluctuation type of pair-
ing mechanism.29 This pairing mechanism is not as widely
known as the spin-fluctuation pairing. At the beginning we
should note that as the real-space pairing involves all corre-
lated particles, the chemical potential must be self-
consistently adjusted in each of the phases considered.

We start from the Anderson Hamiltonian

H = �
mn�

tmncm�
† cn� + � f�

i�

Ni� + U�
i

Ni↑Ni↓

+ �
im�

Vim�f i�
† cm� + cm�

† f i�� − ���
i�

Ni� + �
m�

nm��
�A1�

with Ni�� f i�
† f i�. All other symbols and terms are explained

in main text and in Ref. 12. The Hamiltonian is written in the
position �real-space� representation, as we are going to dis-
cuss fermionic correlations in that language since the f-f
intra-atomic interaction �U constitutes the largest energy
scale for this strongly correlated system.

The principal step involves the division of the f-c hybrid-
ization into two parts according to the prescription

f i�
† cm� � �1 − Ni�̄ + Ni�̄�f i�

† cm�

=�1 − Ni�̄�f i�
† cm� + Ni�̄f i�

† cm�. �A2�

The first term represents the hybridization �hopping� pro-
cesses between the subsystems with no double occupancy of
the f state involved, whereas the second contains the hopping
induced by hybridization with formation of the double f-site
occupancy or the reverse process. The situation is shown
schematically in Fig. 8. Since �� f −��	� f −�+U, the pro-
cesses �I� are those at low energy �real f-c mixing of states�,
whereas the processes �II� are those realized only as virtual

processes and are accounted for in the second order in
V / �� f +U�. In this manner, our canonical transformation of
deriving the effective Hamiltonian12 differs from the stan-
dard Schrieffer-Wolff transformation18 since only the process
�II� yields the effective coupling. Performing canonical trans-
formation replacing the process �II� in the first order we ob-
tain the effective Hamiltonian in the form

H = �
mn�

�tmn + �
i

VmiVin

�i�̄

� f + U�cm�
† cn� + � f�

i

�i�

+ �
im�

Vim�1 − Ni�̄��f i�
† cm� + cm�

† f i��

+ �
im

2Vim
2

� f + U
�Si · sm −

1

4
�inm�

+
1

� f + U
�

imn�

VmiVinSi
�cm�̄

† cn�, �A3�

where tmn� tmn−��mn and � f �� f −�. Also, in this Hamil-
tonian we have projected out completely the double
occupancies, as well as have defined the quantities for
f electrons: �i��Ni��1−Ni�̄�, �i����i�, Si��Si

� ,Si
z�

= �f i�
† f i�̄ , 1

2 ��i↑−�i↓��, and the corresponding quantities for the
conduction-band electrons: nm��cm�

† cm�, nm���nm�, and
sm��sm

� ,sm
z �= �cm�

† cm�̄ , 1
2 �nm↑−nm↓��. We see that the third

and the fourth terms in Eq. �A3� represent the truncated f-c
mixing and the Kondo coupling, respectively. Ignoring the
higher order part in the first term and introducing the hybrid
pairing operators �Eq. �2�� in the strongly correlated state, we
arrive at Hamiltonian �1� which can also be represented in
the form

FIG. 8. �Color online� Schematic representation of hybridization
�c-f mixing� processes as f-occupation-dependent hopping pro-
cesses and their division into low- and high-energy processes. The
former �I� lead to the formation of hybridized heavy-quasiparticle
states; the other �II� lead to the Kondo-type coupling which in turn
is expressed as real-space �hybrid� pairing in the second order in
V / �U+� f�.
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H � PGHPG = PG��
mn�

tmncm�
† cn� + � f�

i�

Ni�

+ �
im�

Vim�f i�
† cm� + cm�

† f i�� − 2�
imn

VimVin

� f + U
Aim

† Ain�PG,

�A4�

where PG=�i�1−Ni↑Ni↓� is the Gutzwiller projection opera-
tor and

Aim
† =

1
�2

�f i↑
† cm↓

† − f i↓
† cm↑

† �; Aim = �Aim
† �†. �A5�

The system described by either Hamiltonian �A3� or �A4�
does not represent a Fermi liquid. This is illustrated by, e.g.,
nonfermionic commutation relations between the projected

operators f̃ i�� f i��1−Ni�̄� and f̃ i�
† � f i�

† �1−Ni�̄�,

� f̃ i�, f̃ j��
† � = �ij��1 − Ni�̄����� + Si

−��1 − ������ . �A6�

However, at this stage the canonical approximation is of
Gutzwiller type13 and yields the effective Hamiltonian

H = �
mn�

tmncm�
† cn� + �

i�

�̃ fNi� + �
im�

Ṽim��f i�
† cm� + cm�

† f i��

− 2�
imn

VimVin

� f + u
R��̄Aim

† Ain. �A7�

Strictly speaking, this type of renormalization of not only Vim
but also � f and the pairing potential R��̄ follows from the
slave-boson formulation which generalizes the standard

Gutzwiller approximation. In the above expression Ṽim�

=Vimq�, where q� is the Gutzwiller renormalization factor13

q��d2� =
1

nf��1 − nf��
��nf� − d2��1 − nf + d2� + �nf�̄ − d2�d2

+ 2��nf� − d2��nf�̄ − d2�d2�1 − nf + d2��1/2� . �A8�

For simplicity, one takes �̃ f and R��̄ as constants. A method-
ological remark is in place here. Namely, by introducing
back original �not projected� operators f i� �and f i�

† � and Aim
�Aim

† � we transform the Hamiltonian to that representing an
almost localized Fermi liquid if nf =1−�, �	1. Hamiltonian
�A7� can be transformed to the momentum representation in
which it takes the form

H = �
k�

��k�ck�
† ck� + �̃ f�fk�

† fk� + Ṽk�fk�
† ck� + Ṽk�

� ck�
† fk��

−
2

� f + U

1

N �
kk�Q

VkVk�
� Ak,Q

† Ak�,Q �A9�

with

AkQ
† =

1
�2

�fk+Q/2↑
† c−k+Q/2↓

† − fk+Q/2↓
† c−k+Q/2↑

† � . �A10�

The single-particle part can be easily diagonalized by mov-
ing to the hybridized basis, whereas the pairing part is rep-
resented by a separable pairing potential. We shall proceed

with the transformation to the hybridized basis first, which
yields the following transformed pairing part for the lower
hybridized band:

H = �
k�

Ek��k�
† �k� −

4

� f + U

� �
kk�Q

�VkVk��
2�q�q�̄�1/2

���k� − �̃ f��2 + �Ṽk��2�1/2���k��̄ − �̃ f�̄�2 + �Ṽk��̄�2�1/2

� �k+Q/2↑
† �−k+Q/2↓

† �−k�+Q/2↓�k�+Q/2↑ �A11�

with

Ek� �
�k� + �̃ f�

2
− �� �k� + �̃ f�

2
�2

+ �Ṽk��2�1/2

. �A12�

Note that in Eqs. �A11� and �A12� we have written the for-
mulas for the spin-polarized situation. Also, the present form
with Q /2 momenta associated with the pairing part is
equivalent with form �4� used in main text. For real Vk, the
hybridized basis reads �k�=cos �k�fk�+sin �k�ck�, with the
condition

tan 2�k� =
2Ṽk�

�k� − �̃ f�

. �A13�

Taking the states on the Fermi surface we have tan 2�k�


2�k�, and hence �k�= Ṽk� / �̃ f�. In effect, �k� fk�. The
last estimate provides us with the starting Hamiltonian �4� in
the single-band limit. The complicated k dependence of the
pairing potential means that in general, the nature of the
superconducting gap may take a form more complicated than
pure extended s-wave or d-wave forms. Note also that even
though the pairing potential contains explicitly the spin
quantum numbers, it is in fact spin independent, as assumed
in the main text.

APPENDIX B: BOGOLYUBOV-VALATIN-DE GENNES-
NAMBU REPRESENTATION FOR THE CASE

WITH SPIN-DEPENDENT MASSES

The whole procedure of diagonalizing Hamiltonian �4� is
quite standard, as it can be brought up to the form

H = �
k�

��k� − ��fk�
† fk� − g�BH�

k
�fk↑

† fk↑ − fk↓
† fk↓�

+ �
k

�kQ
� fk↑f−k+Q↓ + h . c .� + N

Q
2

V0
�B1�

with

�k� � q��− 2t�cos kx + cos ky� + 4t� cos kx cos ky� ,

�B2�

k,Q = −
V0

N
�
k�

�k�k��f−k�+Q↓fk�↑	 . �B3�

Equivalently, it can be cast in the Nambu 2�2 matrix form
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H = �
k

�fk↑
† , f−k+Q↓�

���k↑ − g�BH − � k,Q

k,Q
� − �−k+Q↓ − g�BH + �

�� fk↑

f−k+Q↓
† �

+ �
k

��k↓ + g�BH − �� + N
Q

2

V0
. �B4�

The eigenvalues ��Ek,Q,� of this Hamiltonian are calcu-
lated readily from the determinant involving the above
2�2 matrix, i.e., from the equation

det��k↑ − g�BH − � − � k,Q

k,Q
� − �−k+Q↓ − g�BH + � − �

� = 0

�B5�

and they are given by

� � Ek,Q,� =
1

2
��k↑ − �−k+Q↓� − g�BH

�
1

2
���k↑ + �−k+Q↓ − 2��2 + 4�k,Q�2�1/2.

�B6�

Note that we take the Zeeman energy in the form
�−g�BH�k�nk↑−nk↓�� so the state with magnetic moment
�=↑ represents the spin-majority band. The Bogolyubov co-

herence factors uk and vk are determined from the set of
linear homogeneous equations

��k↑ − g�BH − � − � k,Q

k,Q
� − �−k+Q↓ − g�BH + � − �

��uk

vk
� = 0,

�B7�

together with the renormalization condition �uk�2+ �vk�2=1.
Those factors determine the quasiparticle operators �k and
�k

† corresponding to the eigenvalues Ek,Q,+ and Ek,Q,−, re-
spectively, in the manner

��k

�k
† � = � uk vk

− vk uk
�� fk↑

f−k+Q↓
† � . �B8�

Explicitly, the Bogolyubov coherence factors are given by

uk = �1

2�1 +
�k↑ + �−k+Q↓ − 2�

���k↑ + �−k+Q↓ − 2��2 + 4k,Q
2 ��1/2

,

�B9�

vk = �1

2�1 −
�k↑ + �−k+Q↓ − 2�

���k↑ + �−k+Q↓ − 2��2 + 4k,Q
2 ��1/2

.

�B10�

Obviously, in the limit H=0, Q=0 the expressions for �, uk,
and vk reduce to the standard expressions from the BCS
theory.
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