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Evolution of the conducting phase topology at the percolation threshold in colossal
magnetoresistance manganites: A magnetic small-angle neutron scattering study
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We have studied by small-angle neutron scattering the magnetic field evolution of the magnetic phase
separation in a colossal magnetoresistive (CMR) Pr,;Cay3MnO; crystal, in a wide range of scattering vectors
Q, down to 2x 1073 A~! and up to 107" A~'. Access to such small Q values allows measuring the Q™%
scattering from interfaces between ferromagnetic and antiferromagnetic phases appearing along the phase
separation. We were able to monitor its evolution from the very beginning of the insulator-to-metal transition,
characteristic of the CMR effect. Our results confirm the percolation scenario of a field-induced conducting
phase of micrometric size growing within the initial antiferromagnetic insulating phase. Moreover, we show
that the CMR transition occurs when the transformation mechanism starts to be driven by large-scale strain

field minimization.
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I. INTRODUCTION

The mixed valence A;_,B,MnO; manganites continue at-
tracting the attention of condensed matter experts. One of
their most intriguing properties is a remarkable response to
magnetic fields, the colossal magnetoresistance (CMR), with
the dc resistivity changing by more than ten orders of mag-
nitude in some compounds upon the application of a few
Tesla.!? Another interesting property, related to the first one,
is their rich phase diagrams, with competition of different
states, mainly ferromagnetic metallic (FM) phase for x
~1/3, charge-ordered (CO) antiferromagnetic insulating
(AFI) phase for x~0.5, and ferromagnetic insulating (FI)
phase for x~0.2.3* Consequently, they have revealed a re-
markable tendency to form heterogeneities observed by a
large number of experiments>® and neutron diffraction stud-
ies showed a coexistence of long-range magnetic orders.’
The competition between these different electronic states can
be simply understood considering the variation of the level
of substitution x, in the framework of the phenomenological
Ginsburg-Landau theory.®® When x approaches boundaries
between regions of stability of different long-range order
phases, fluctuations are enhanced, even at low temperature,
and the system becomes highly sensitive to external pertur-
bations such as magnetic field® or internal perturbations such
as disorder!® or strains.!' This can result in a phase separa-
tion. Taking advantage of the magnetic contrast between the
ferromagnetic (FM and FI) and the nonferromagnetic (AFI)
phases in neutron scattering, it was proposed to characterize
the sizes of the magnetic heterogeneities by small-angle neu-
tron scattering (SANS). Magnetic heterogeneities observed
by this technique were previously reported but they rather
spread at the nanometric scale: critical fluctuations around
Tc (Ref. 12) and more intriguingly low-temperature nano-
metric magnetic fluctuations'® which seemed to decorate the
cationic disorder existing in manganites. Their characteristic
Q2 SANS scattering can be attributed to magnetic
correlations,'# probably due to electron-phonon coupling.'®
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Since the last decade, the CMR phenomenon is believed
to be strongly related, by means of percolation mechanisms,
to the tendency of these systems to form inhomogeneous
electronic states.!® For instance, Hardy et al.'® have shown
that the insulator-to-metal (I-M) transition characterizing the
CMR effect in Prj¢Cag 4,MnO5 was very well simulated with
a percolation law. In this scenario, the magnetic field trans-
forms the CO AFI phase into a FM one, which percolates.
They have also shown that the I-M transition is significantly
sharper and occurs earlier than predicted by classical three-
dimensional (3D) percolation models due to correlations be-
tween conducting regions or to an anisotropic geometry of
the later.'6

Since the percolation mechanism implies a continuous
transformation, it may appear in contradiction with the first-
order character of the CMR transition reported in the
literature.!”-?* In particular, Fernandez-Baca et al.'® have
shown from inelastic neutron diffraction measurements that
the evolution of the spin-wave stiffness at the CMR transi-
tion was first order and consequently not consistent with per-
colation. Despite this apparent contradiction, it has been pro-
posed that a percolative transition can be a first-order
transition blurred by disorder or inhomogeneities.?!??

In the Pr;_CaMnOj series, which show a large variety of
states,*!7 the compositions with 0.3<<x<0.4 are of prime
interest because high CMR effects have been observed.!”
Moreover, Pr3* and Ca%* have the same ionic radius,?® mini-
mizing the cation size mismatch and its consequences on the
electronic phase separation. In absence of magnetic field, FI
and AFI phases coexist.”?* When applying high magnetic
field, these phases transform into a FM phase.'®-20

In order to obtain information concerning magnetic trans-
formations at large scales implied by a percolation scenario,
SANS experiments with applied magnetic field were per-
formed on Prj,Can;MnOj5 crystals.!*?> The observed mag-
netic scattering, decreasing monotonously as the magnetic
field increased, indicated the existence of nanometric hetero-
geneities. No increase in the size of these heterogeneities
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supporting the phase separation at a nanometric scale was
observed.!*?> Besides, by comparing several Pr;_,Ca,MnO;
samples, with x around 0.3-0.4, it was shown that this scat-
tering signal was directly related to the amount of FI phase in
the samples.'* Finally, we proposed that the magnetic trans-
formation associated to the CMR effect occurs at larger
scales (>50 nm),'* in agreement with high-resolution elec-
tron microscopy observations.>® Unfortunately, our experi-
mental setup was limited to a minimum scattering vector Q
(the inverse of the typical size observed) of 0.007 A~!,
which was too large for a clear quantitative observation of
the phenomenon around the I-M transition. Quantitative in-
formation was thus still needed on the large scale structure of
the phase separation in order to explain the CMR with per-
colation models. SANS would be the perfect tool, at the
condition to reach lower Q values.

The purpose of this paper is to propose a phenomenologi-
cal description of the colossal magnetoresistance phenom-
ena, based on a study by SANS of the large-scale phase
separation in the CMR model compound, Prj,Cay;MnOs.
We have studied the topology of the magnetic phase separa-
tion with a good precision from the beginning of the trans-
formation, in the neighboring of the I-M transition, to the
metallic ferromagnetic state.

II. EXPERIMENTAL

We have used the SANS spectrometer D22 at ILL, which
provides the unique setup to study magnetic heterogeneities
down to 0.002 A~ taking advantage of the large neutron
flux available at this Q range while keeping enough scatter-
ing signal. The sample was the Prj,Ca,3MnO; crystal that
we have already characterized.'* It presents 30% of insulat-
ing ferromagnetic phase at low temperature (30 K) and in
zero magnetic field, the remaining part being antiferromag-
netic with charge ordering. No precise orientation of the
crystalline axis was chosen, since the CMR effect was found
to be isotropic in this sample.”® A cadmium rectangular dia-
phragm (9 X 3.5 mm?) was put just before the sample to
ensure that the neutrons cross the sample over the 2.3 mm of
its thickness. The wavelength chosen was 16.52 A and the
sample to detector distance was set to 17.6 m, allowing ac-
cessing the scattering vector range 0.002—0.01 A~'. The
sample transmission was 0.45. The magnetic field was ap-
plied horizontally, perpendicular to the neutron beam. At
zero field, the scattering pattern obtained at very low scatter-
ing vectors (from 10~ up to around 102 A~!) was quite
anisotropic, probably due to some large scale defects or to
the surface itself of the crystal. Application of the magnetic
field orientates the magnetic moments parallel to it and con-
centrates the magnetic scattering observed on the detector in
the vertical direction. The intensities were regrouped hori-
zontally and vertically for each value of the scattering vector
Q. After subtraction of the background signal obtained with-
out sample, we obtained the sum of the nuclear and the mag-
netic scattering in the vertical direction, while pure nuclear
scattering in the horizontal direction. The subtraction of the
nuclear signal is a problem. Indeed, at zero field and low
temperature, the SANS signal contains a huge isotropic mag-
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FIG. 1. (Color online) (a) Magnetization and (b) resistance mea-
sured for a zero field cooled process at 30 K, showing the colossal
magnetoresistive behavior. Hy marks the beginning of the magnetic
transformation around 2.5 T and Hy,; marks the I-M transition
threshold around 3.5 T. In the inset of Fig. 1(a), a hysteresis cycle of
the magnetization is presented after the complete transformation in
the ferromagnetic phase, showing the very small hysteresis in this
transformed phase. In the inset of Fig. 1(b), the evolution of the
conductance versus the ferromagnetic phase fraction deduced from
magnetization curve is presented (open circles) together with the
simulation with the percolation model (line, red online).

netic signal due to randomly distributed ferromagnetic do-
mains. Moreover a non negligible magnetic SANS signal
persists at large Q and high temperature due to local mag-
netic fluctuations. Finally, the horizontal signal obtained
when the magnetization is saturated (at 2 T and above) ap-
pears thus as the best possible measurement of the nuclear
scattering. The magnetic SANS signal was then obtained by
subtracting the horizontal scattering to the vertical one. A
calibration factor was applied in order to get the scattering
intensity in absolute units (cm™').?’

The sample was characterized at 30 K in a Quantum De-
sign physical properties measurement system in conductivity
and magnetic modes, under the same experimental condi-
tions as for SANS measurements. For the conductivity mea-
surements, the bias current was carefully regulated to avoid
any nonlinearity due to magnetocaloric instabilities and stay
in the Ohm’s law domain of conductivity.?®

III. RESULTS AND DISCUSSION

In Fig. 1, the magnetization and the resistance measured
vs magnetic field in a zero field cooled process at 30 K are
presented. They show the magnetic transformation [from
2.5 T=H, to 6 T, Fig. 1(a)] and the insulator-to-metal tran-
sition [around 3.5 T=Hy,, Fig. 1(b)] characteristic of the
CMR effect. In the inset of Fig. 1(a), we have presented a
magnetization cycle of this metallic phase at 30 K. As al-
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ready pointed out,?” after cycling the magnetic field at low

temperature, the magnetization returns to zero at zero field.
Such an absence of hysteresis’3! shows that the ferromag-
netic domain walls are not strongly pinned in this compound,
compared to what is observed in other ferromagnetic mate-
rials. This suggests that the ferromagnetic phase which ap-
pears at the CMR transition is fully aligned along the mag-
netic field, i.e., already at saturation at field around 2 T. An
important consequence is that there is no ferromagnetic do-
main walls, which would give rise to some small-angle sig-
nal, at 2 T and over, i.e., along the AFI to FM transformation.

Assuming a percolation process with a conducting ferro-
magnetic phase fraction ¢py; given by

Pem = P — dpr (1)

(¢ being the total amount of ferromagnetism and ¢y the
amount of ferromagnetic insulating phase), the conductance
is expected to vary in the vicinity of the percolation thresh-
old as®

1
7 = (Pr= @) (2)

In Eq. (2), ¢, is the critical fraction of conducting phase and
s a critical exponent characteristic of the sharpness of the
transition. The total amount of ferromagnetism ¢ is deduced
from the magnetization M, by using

M= ¢Mp+ (1 - ) xarB, 3)

where M is the saturated magnetization, (1— ¢) is the frac-
tion of AFI, and y,r its susceptibility. As shown in inset of
Fig. 1(b), the fit of the conductance with Eq. (2) in the vi-
cinity of the I-M transition (3.5 T) is very good, supporting
the percolation model. The best fit is obtained with ¢, close
to 7% and s close to 3.5. These values diverge significantly
from standard 3D percolation models, which give ¢, around
15% and s in the range 1.5-2.%2 This suggests that remark-
able properties of the conducting phase make it percolating
sooner and more rapidly, such as an elongated geometry or
correlations between conducting regions. Similar values of
¢, and s have been found in the CMR Pr( (Ca, ,MnOj; single
crystal,'® which is fully AFI at zero field. This result is im-
portant since it demonstrates that the presence of FI phase
has no direct influence on the percolation process and thus is
not crucial in the CMR mechanism.

In Fig. 2 (filled symbols), we have reported two typical
curves of I(Q) obtained at 2 T (before the beginning of the
field-induced magnetic transformation) and at 4 T (middle of
the transformation) at 30 K after a zero field cooling process.
Important variations in the scattering intensity are observed
especially at very low Q. Curves exhibit a Q~* law, which is
here observed in a broad Q range. This Q~* dependence,
shown in Fig. 3(b) in a linear plot I(Q~*), is typical of the
scattering from sharp interfaces between two media.’* There
is no alternative interpretation for a Q™* scattering. This
proves that the magnetic interfaces are sharp. This Q~* scat-
tering is known as the Porod’s law

PHYSICAL REVIEW B 82, 054427 (2010)

4 A '
107¢ 30K 3
£
S 10°t 1
>
= ]
C
2 10% :
£
10° 10? 10"

FIG. 2. (Color online) Scattering intensity /(Q) in absolute units
at 30 K, for two characteristic magnetic fields: 2 T (squares, black
online), before the magnetic transformation begins, and 4 T (tri-
angles, red online), in the middle of the transformation. The data
points for 0>10"2 A~ are precedent SANS measurements ob-
tained on the SANS spectrometer PAXY (LLB, Saclay, France)
(Ref. 14). The lines represent the best fits with Eq. (7).

S
IPorod(Q) = ZW(AP)Z‘_/Q_49 (4)

where S/V is the quantity of interfaces between the two me-
dia. Here, Ap” is the magnetic contrast, the square of the
difference of scattering length densities between the ferro-
magnetic (pp) and the nonferromagnetic phases.’* pp was
deduced from the magnetization value measured at high
field, M=3.8 up/unit cell (see Fig. 1). Knowing the scatter-
ing length of one ug, 0.27 X 107'2 ¢m, and the unit cell vol-
ume, 0.57 X 107> c¢m?, we can deduce the magnetic contrast
of our sample: (Ap)>=3.24 X 10%° cm™.14

According to the lowest Q value, for which we observe
the scattering by interfaces, we can first deduce that they
belong to ferromagnetic “objects” larger than 100 nm (in-
verse of Q). The parameter, which can be deduced from I(Q)
measured in absolute unit (cm™), is S/V, the specific area
between the two phases. Note that the I(Q) curves overlap
perfectly with the previous data'* obtained for larger Q val-
ues (0.007—0.1 A1), represented in Fig. 2 as open symbols,
in which the Porod’s dependence was not clearly observed,
especially at low field. In order to ensure the consistency
between the present and previous data, S/V has been ex-
tracted from the fit of both data, simultaneously, by the same
formula [Eq. (7)] in the whole available Q range. For this
purpose, Eq. (4), which is valid only in the Q~* Porod’s
regime, should be changed to be used in a larger Q range, by
taking into account a thickness of interfaces.’> The intensity
Ipg scattered by the phase separation interfaces can be ex-
pressed as

Is(0) = 2W(Ap)2‘§/Q‘4 expl(= 02?). 5)

where o is the half width of the interface profile. For Q
< 1/0, the interfaces can be considered as sharp, the inten-
sity follows the Q~* Porod’s law of Eq. (4). For 0~ 1/¢ and
beyond, the intensity should collapse drastically faster than
the O~ Porod’s law, as shown in Fig. 4, to further reach a
078 power law for Q> 1/, as discussed by Weissmiiller et
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FIG. 3. (Color online) Linear representations
of curves shown in Fig. 2 (a) I(Q7?) and (b)
I(0™) of same curves. Linear parts indicate (a) a
07 dependence and (b) a 0~* dependence of the
scattering intensities.

(a) (b)
4 — . —
0O o
o 1.2x10°F
TE o E
S Loan 2] S oot
2 =y
S A (%]
S g .
% £ 4.0x10°t
e 0.0 : 10- : 10
» io 2x10 0 1x10 2x10
Q* (A% Q* (A%

al.® Such behavior is indeed expected when the observed
length scale reaches the order of magnitude of the magnetic
coupling length (typically nanometer scale for exchange in-
teractions). The system needs to minimize the local magnetic
frustration induced by the two different neighboring mag-
netic ordered regions. This induces a diffuse magnetic profile
of the interface, which should be taken into account for an
accurate simulation of the data.

At larger Q range, 0.01<0<0.1 A~!, we observe a Q2
scattering intensity (open symbols, Fig. 2), already discussed
in a previous paper.'* Such a variation, clearly observed in
the linear representation /(Q~2) [Fig. 3(a)], has been inter-
preted as arising from nanometric magnetic heterogeneities
within the initial ferromagnetic insulating phase. Further
named /.., it may be simulated using the scattering function
of an aggregate of magnetic fluctuations with a radial distri-
bution of the type g(r)=Kr~! exp(-r/€) (Ref. 14)

4 8TKE
Tano(Q) =Anano§77r3[l + TQ%}CXP(— Q’ry/5), (6)
where ¢ is the correlation length of the aggregates and r the
typical size of the correlated elements. A,,,, is a factor de-
pending on the quantity and scattering contrast of the mag-
netic nanometric heterogeneities. The total function that has
been used to fit the measured scattered intensity is the sum of
Egs. (5) and (6)

1Q) = ZW(Ap)Z%Q“‘ exp(- 0%0?)

4 8TKE
+Anan0§77r3[l + Tgfg}exp(— 0*ry/5).  (7)
Typical fits with Egs. (5)—(7) are shown in Fig. 4 for applied
field of 2 and 4 T: there is a good agreement between experi-
mental data and fits with Eq. (7) (lines). The best fits param-
eters are listed in Table I. Note that the Q~* power law is
observed here on a sufficiently broad Q range so that the fit
with Eq. (4) would be enough to determine accurate values
of §/V in the right Porod’s Q range. Moreover, in this range,
it gives the same S/V values, within error bars, that Eq. (7) in
the whole Q range. Similarly, A ., deduced from the fit with
Eq. (7) equals the value extracted from the previous data.'*
As a matter of fact, Ipg(Q) and I,,,,,(Q) concern very differ-
ent “object” sizes and thus influence the scattering intensity
I(Q) in distinct and limited Q ranges (Fig. 4): the Q~* signal
from the phase separation rapidly falls to zero vs Q while the

signal arising from the nanometric fluctuations of the re-
maining FI phase has not yet decreased. So, though Eq. (7)
contains a lot of variables, the quantitative information ex-
tracted from the fit with this equation is trustworthy.

The evolution of the specific area S/V of the large-scale
phase separation and the A, factor of the nanometric scat-
tering arising from the FI phase are shown in Fig. 5. By
using the magnetic contrast (Ap?>=3.24 X 10* ¢cm™), we ob-
tain values of S/V in between 0.05 and 0.5 um~'. Moreover,
as already observed, the constant decrease of A,,,,, the factor
depending on the quantity and scattering contrast of mag-
netic nanometric heterogeneities, allows us to definitively
dismiss the percolation of nanometric objects at the I-M tran-
sition. In contrast, S/V increases as the magnetic transforma-
tion begins (2.5 T, dotted line in Fig. 5). It then reaches a
maximum at 4.7 T and finally decreases above this field. This
is exactly what is expected in the case of a nucleation of
ferromagnetic clusters growing in an antiferromagnetic ma-
trix, percolating to eventually fill the whole volume. Similar
variations in S/V, not shown here, have been obtained in
another crystal of slightly different composition,
Pry ¢6Cao 34MnO5, which also displayed a CMR effect.'*

These continuous variations in S/V obviously support the
percolation scenario, while Fernandez-Baca et al.,'’® which
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FIG. 4. (Color online) Scattering intensity /(Q) in absolute units
at 30 K for applied fields of (a) 2 T and (b) 4 T. Lines are best fits
to Eq. (7) (Ipg+1,,n). Dotted and dashed lines are fits to Eq. (5)
(Ips) and Eq. (6) (Ian0), respectively.

054427-4



EVOLUTION OF THE CONDUCTING PHASE TOPOLOGY AT...

PHYSICAL REVIEW B 82, 054427 (2010)

TABLE 1. Variations as a function of the applied magnetic field of the best fit parameters with Eq. (7) of
the magnetic SANS. S/V is the total specific area between the growing FM phase inside the AF phase, o is
the half width of the profile between these two phases. A, is a prefactor, which represents the amount of
nanometric fluctuations inside the FI phase and ¢ is the correlation length of these fluctuations. The param-
eters K and r, have been set constant for all the fits: K~4.1X10#=1.7X107* A2 ry~17=3 A. *
indicates values interpolated from the neighboring fit parameters. R is the correlation coefficient between

experimental data and calculated values.

Magnetic field NA% o Apano

(T) (um™) (pum) (em™ A7) (A) R
2.0 0.041+0.006 0.035+0.003 50+0.1%x107 79+2 0.989
2.5 0.052+0.007 0.027 £ 0.003 5.0% 107%* 79* 0.969
275 0.066 = 0.006 0.021+0.002 5.0% 107" 79* 0.981
3.0 0.091 =0.009 0.017+0.003 5.0+0.1X107 79+4 0.993
3.25 0.138 = 0.008 0.015+0.002 5.0% 107%* 76* 0.994
35 0.197=0.012 0.012+0.002 50+0.1%X107 70£5 0.997
3.75 0.242+0.009 0.007 =0.001 4.0X 1075* 63* 0.995
4.0 0.382+0.010 0.006 = 0.0015 3.0+0.1%X107 61=5 0.998
4.25 0.448 +0.011 0.0055 % 0.0005 3.0X107%* 47* 0.998
45 0.503+0.019 0.004 = 0.001 2.0+£0.05X 107 40£6 0.998
4.75 0.522+0.012 0.005 = 0.0005 1.0 X 107* 30* 0.998
5.0 0.486+0.026 0.002 +0.003 6.8+0.6X107° 24+10 0.997
55 0.484+0.011 0.0055 £ 0.0005 6.0 X 1076% 14* 0.998
6.0 0.328 £0.020 0.0015£0.001 57%0.5%x107° 6+3 0.992
6.5 0.163 +0.004

observed first order characteristics, excluded this hypothesis.
These authors have measured by inelastic neutron diffraction
a small spin-wave stiffness below 3 T, when insulating, and a
high one above 3.5 T, when conducting. Their first main
argument against the percolation scenario was that the spin-
wave stiffness should be high due to the conducting clusters
all along the percolation while it was small below 3 T. The
magnetization curve (Fig. 1) shows that the magnetic trans-
formation is very narrow (at 3.5 T for our sample), but mo-
notonous and has not yet started at 2.5 T, in good agreement
with the small spin-wave stiffness constant measured at 3 T
by Fernandez Baca et al.'® Moreover, it is clearly seen from
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FIG. 5. Evolution versus magnetic field of the specific area
(S/V) of abrupt interfaces between two phases at 30 K and the
factor A, of the nanometric scattering, deduced from the fit of the
1(Q) curves with Eq. (7). Hy marks the beginning of the magnetic
transformation around 2.5 T [from magnetization curve, Fig. 1(a)]
and Hy; marks the I-M transition threshold around 3.5 T [deduced
from R(H) curve, Fig. 1(b)].

Figs. 1 and 5 that 3.5 T is just in the core of the magnetic
transformation, again in good agreement with the high spin-
wave stiffness constant at 3.5 T.

A first-order transition is often proposed for the CMR
effect,'®1937 which is consistent with the irreversible changes
that we observe here [both M(H) and R(H) plots in Fig. 1
show that the system does not turn back to AF when the
magnetic field is switched off]. It makes impossible to have
energetically favorable intermediate homogeneous state be-
tween initial and final ones, and can thus lead to phase sepa-
ration. Moreover, Li et al.’” demonstrated that first-order
transitions tend to be a general rule of strongly coupled
magnetic-conductive transitions, such as CMR in mangan-
ites. Nevertheless, our observations show a continuous evo-
lution at the microscopic scale of FM phase and Dagotto et
al.*' have demonstrated that percolative transitions in CMR
manganites can be the consequence of disorder near a first
order I-M transition. The continuous transitions observed at
large scale are most likely the consequence of the smearing
of the first-order transformation by disorder?? because local
disorder induces a distribution of subsystems that would not
start transforming at the same field. The percolative evolu-
tion observed here can thus be simply viewed as the micro-
scopic feature of locally, and not explored by SANS, first-
order transitions.

In order to get further insight into the micrometric phase
separation observed here, we have deduced a characteristic
size (I) of this phase separation from S/V, using the general
relation demonstrated by Porod*3
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Here, ¢ and (1— ¢) are the fractions of ferromagnetism (ini-
tial insulating ferromagnetism and field induced metallic fer-
romagnetism) and initial antiferromagnetism, respectively, as
deduced from the magnetization curve using Eq. (3). The
corresponding ferromagnetic and antiferromagnetic mean
sizes {Iz) and {l4z) can be deduced from (), using?

l

9 =125, ©)
l

<QF>=%£. (10)

They are represented versus applied magnetic field in Fig. 6.

At 2 T, {Ir) and {l,p), the sizes of the initial large scale
FI/AFI magnetic phase separation, are 23 um and 55 um,
respectively. These sizes are too large to be due to Coulomb
or other electrostatic interactions. They are also significantly
larger than possible phase separation due to cationic disorder
according to the simulations of Moreo et al.,'®3® which
should rather lie in the mesoscopic range scale. Such large-
scale phase separation suggests that the separated phases cor-
respond to energetically close electronic states and that the
main mechanism that governs the topology is the minimiza-
tion of the interface energy. The later must originate from the
known elastic mismatch between crystalline structures.” This
suggests that the topology of the initial phase separation is
governed by strain minimization.

At the very beginning of the transformation, from 2.5 to
3.5 T, it is clearly seen that the average size (lp) of the
ferromagnetic domains decreases, whereas we know from
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Fig. 5 that the fluctuations in the initial FI phase are not yet
affected (since A,,,, remains constant). This shows that the
nucleation of metallic ferromagnetic regions first occurs in
the initial AFI phase. The size of these FM regions [open
circles on Fig. 6(b)] can be deduced by replacing, in Egs. (8)
and (9), S/V and ¢ by AS/V=S/V-S/V, 1 and ¢y, respec-
tively,

4dem
ASIV

USES (11)
The FM phase fraction ¢py is calculated from Eq. (3) taking
¢pp constant (since not yet affected at low fields), i.e., equals
to 30%. The average size of these FM regions (), initially
around 100 nm at 2.5 T (see Fig. 6), increases exponentially
with the magnetic field. The transformation occurs by nucle-
ation and growth of mesoscopic (100-1000 nm) ferromag-
netic conducting regions. This range of size typically corre-
sponds to what Moreo et al.3® predicted for disordered-
induced phase separation. This suggests that disorder-
induced heterogeneities could constitute nucleation centers
of FM phase within the AFI phase when an external mag-
netic field is applied.

Concerning the core of the transformation, from 3.5 to 5.5
T, the average size (I) of the ferromagnetic domains remains
constant [Fig. 6(a)], equals to 8 wm, while the mean size of
the initial AFI phase (/) decreases drastically [Fig. 6(b)].
As previously proposed,® in this range of magnetic field, the
transformation is also governed by strain minimization,
since, as for the initial FI/AFI phases, FI and FM phases also
have different unit-cell parameters.” The nucleation and
growth of FM clusters within the AFI phase must induce the
apparition and rising of an elastic strain field. The character-
istic size of about 8 um of the FM regions, reached at 3.5 T,
is probably the size at which it becomes energetically favor-
able to reduce the amount of FI phase in order to minimize
the large scale strain field induced by the growth of the FM
phase. This size of 8§ um probably corresponds to an opti-
mum between the interface elastic energy and the energy
difference between separated electronic states.

The threshold between these two mechanisms of transfor-
mation (3.5 T) is also the threshold of the I-M transition
associated with the CMR effect. Therefore, the percolation
occurs when the large scale strain field becomes a major
parameter of the magnetic transformation. We are thus
tempted to propose that it is the reason why the percolation
occurs earlier and is sharper than predicted by standard non-
correlated 3D percolation models. The general trend seems
to be that the more the transformation is governed by strains,
the sharper the percolative insulator-to-metal transition. This
is consistent with the fact that at lower temperature
(<5 K), the I-M transition occurs as a steplike jump,®
which is typical of a transformation mechanism governed by
strain field minimization.*

IV. CONCLUSION

By extending the Q range of the SANS study down to
0.002 A~!, we have been able to depict the complex and
multiscale topology of heterogeneities in the CMR mangan-
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ites, from the beginning of the magnetic field-induced trans-
formation up to the vicinity of the I-M transition. The initial
insulating phase separation (FI/AFI) has been found to be in
the 20—60u range, i.e., too large to be related to cationic
disorder, suggesting that separated initial electronic states are
close in energy while the interface elastic energy minimiza-
tion governs the topology. When applying an external mag-
netic field, the magnetic transformation associated with the
CMR effect has been found to occur by nucleation and
growth of mesoscopic FM regions. We have shown that the
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I-M transition is induced by the percolation of these FM
regions. This percolative transition is nonetheless signifi-
cantly sharper than standard 3D percolation models that do
not take into account interactions between conducting re-
gions. Moreover, we have shown that the I-M transition oc-
curs when the transformation mechanism starts to be driven
by large scale strain field minimization. We conclude that the
remarkable sharpness of the I-M transitions observed in these
low-temperature CMR manganites is the consequence of
large-scale strains between coexisting phases.
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