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Optical emission and nanoparticle generation in Al plasmas using ultrashort laser pulses

temporally optimized by real-time spectroscopic feedback
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With an interest in pulsed laser deposition and remote spectroscopy techniques, we explore here the potential
of laser pulses temporally tailored on ultrafast time scales to control the expansion and the excitation degree of
various ablation products including atomic species and nanoparticulates. Taking advantage of automated pulse-
shaping techniques, an adaptive procedure based on spectroscopic feedback is applied to regulate the irradiance
and enhance the optical emission of monocharged aluminum ions with respect to the neutral signal. This leads
to optimized pulses usually consisting in a series of femtosecond peaks distributed on a longer picosecond
sequence. The ablation features induced by the optimized pulse are compared with those determined by
picosecond pulses generated by imposed second-order dispersion or by double pulse sequences with adjustable
picosecond separation. This allows to analyze the influence of fast- and slow-varying envelope features on the
material heating and the resulting plasma excitation degree. Using various optimal pulse forms including
designed asymmetric shapes, we analyze the establishment of surface pre-excitation that enables conditions of
enhanced radiation coupling. Thin films elaborated by unshaped femtosecond laser pulses and by optimized,
stretched, or double pulse sequences are compared, indicating that the nanoparticles generation efficiency is
strongly influenced by the temporal shaping of the laser irradiation. A thermodynamic scenario involving
supercritical heating is proposed to explain enhanced ionization rates and lower particulates density for optimal
pulses. Numerical one-dimensional hydrodynamic simulations for the excited matter support the interpretation
of the experimental results in terms of relative efficiency of various relaxation paths for excited matter above
or below the thermodynamic stability limits. The calculation results underline the role of the temperature and
density gradients along the ablated plasma plume which lead to the spatial distinct locations of excited species.
Moreover, the nanoparticles sizes are computed based on liquid layer ejection followed by a Rayleigh and

Taylor instability decomposition, in good agreement with the experimental findings.
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I. INTRODUCTION

Rapid development in ultrafast laser technologies during
last decades has been accompanied by an intense research
activity concerning the control and the understanding of
laser-induced ultrafast processes. The femtosecond laser
pulse allows the confinement of electromagnetic energy
deposition in space and time. This strong localization of the
interaction reduces the energy expense of ablation and limits
the thermally affected area.'> The fast quasi-isochoric heat-
ing produced by femtosecond laser pulses pushes the irradi-
ated material in extreme thermodynamical states. At suffi-
cient energy, high heating rates allow the onset of
supercritical relaxation paths for the superficial layers and
the corresponding ablation mechanisms can be assigned to
an atomization or fragmentation of the hot fluid.>* As the
distribution of the deposited energy density is nonuniform,
the deeper layers undergo other ablation mechanisms involv-
ing crossing thermodynamics boundaries into the gas-liquid
cohabitation zone. Strong pressure wave generation associ-
ated with the material expansion induces the decomposition
and the ejection of the metastable matter through ablation
processes described in terms of phase explosion.”® Lastly,
deep molten layers decay along the binodal in a dominantly
liquid phase subject to capillary forces and forming the re-
cast.

The confinement of energy deposition associated to fem-
tosecond laser irradiation is critical for applications such as

1098-0121/2010/82(3)/035430(16)

035430-1

PACS number(s): 52.38.Dx, 42.25.Bs, 05.70.Ln, 79.20.Ds

micromachining,! laser-induced forward transfer,”'? or laser-

induced breakdown spectroscopy (LIBS),!"!? through phe-
nomena that include localized removal, shock wave genera-
tion, or limitation of the target damage extent. The nonlinear
properties of ultrashort laser pulses propagation allow as
well the development of long-distance applications such as
remote spectroscopy for atmospheric analysis.!® In the typi-
cal ablation regimes, the high kinetic energy of the ablated
species in the plasma plume permits the production through
pulsed laser deposition (PLD) techniques of thin films with
low residual stress'*'® and conservation of target
stoichiometry.!” Among the new possibilities opened by the
capability of femtosecond pulses to induce nonequilibrium
and extreme states in the irradiated solid, direct nanoparticles
ejection is one of the most striking characteristics of ul-
trashort laser ablation.!$2% In addition, critical states allow
the onset of specific thermodynamics condition for gas-phase
condensation of nanoparticles.”! This particular effect of
femtosecond laser ablation offers a new path to elaborate
nanostructured thin films by PLD.?>2*

The efficiency of the PLD process is related to the ability
to control the ablation plume characteristics such as compo-
sition, excitation, reactivity, and kinetic properties of species,
or generation of particulates. In particular, the understanding
and the control of the nanoparticles generation processes
subsequent to femtosecond laser irradiation are very promis-
ing topics in terms of fundamental research and technologi-
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cal applications. The ablation products characteristics can be
influenced through parameters such as laser wavelength,
pulse duration, laser fluence, laser spot size, substrate tem-
perature, or residual pressure. For example, recent studies
report the analysis of nanoparticles production according to
these parameters,>>~2® indicating a potential control of nano-
particles surface density and size distributions. The challenge
is to obtain improved and controllable throughputs with
minimal energy and material costs.

A promising approach of the laser-matter interaction con-
trol consists in the modification of the energy deposition rate
through the temporal tailoring of laser pulses on ultrafast
time scales. A simple version involves laser systems deliver-
ing pulses of different durations by dispersion control on the
compression stage or interferometric setups to generate
double pulses (DPs) sequences. These techniques have been
applied to improve processes such as laser microfabrication
of metals,?®° dielectrics,?*3%37 or semiconductors,3>-37-39
LIBS!23340-44 and PLD.*-%" With the advent of automated
pulse-shaping techniques, the phase modulation deriving
from spectral filtering of femtosecond laser pulses*® and the
associated effect in the temporal domain allow to define
more complex temporal shapes which can be efficiently used
to optimize processing or material transfer applications.**-!
Moreover, in view of the complexity of the laser ablation
process, these programmable techniques allow the imple-
mentation of improvement loops and advanced optimization
procedures, making possible new interaction paths and in-
creased synergies between light and matter.

In this context, the temporal distribution of the laser irra-
diation on ultrafast time scales becomes a key parameter for
controlling ablation scenarios. Usually several modeling and
numerical simulation studies are used to bring determinant
elements toward understanding phenomena underlying fem-
tosecond laser ablation.332°3 Nevertheless, the analytical
definition of adapted temporal shapes of laser pulses for par-
ticular optimization purposes, such as control of the plasma
plume excitation and ionization state or influence on the
nanoparticles generation, remains a challenge due to the
many intermediate and complex phases between excitation
and ablation. To overcome these theoretical limitations, it is
often of advantage to actively couple the experimental char-
acterization device with the pulse envelope control unit [e.g.,
based on spatial light modulators (SLMs)*®] in a loop driven
by self-adapting procedures (e.g., learning evolutionary algo-
rithm). Initially applied in the field of femtochemistry,>*=’
those adaptive procedures have recently been used to im-
prove femtosecond laser ablation processes. The yield of
ions production during the ablation of silicon and the laser
energy coupling to an aluminum target have been optimized
using a feedback based on time-of-flight mass spectrometry
(MS-TOF).%3%3 The second-harmonic generation signal has
been used to characterize and optimize pulses for
machining® while the generation of nanoparticles process
has been influenced by using additionally an electrical low-
pressure cascade impactor.6!

The study reported in this paper is focused on the control
of femtosecond laser ablation of aluminum in the fluence
range usually employed in LIBS and PLD applications. Fol-
lowing the approach reported in a previous study (Ref. 6)
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devoted to the optimization of the energy coupling into an
aluminum target at more moderate laser fluence (typical for
precise machining applications) based on a MS-TOF signal
feedback, we aim here at influencing the ablation and plasma
generation processes through an adaptive procedure of opti-
mization based on the spectral measurement of the plasma
plume optical emission corresponding to various atomic con-
stituents. This is also motivated by the fact that spectral de-
tection is largely employed in PLD studies. This work at-
tempts thus to control the excitation and ionization state of
the ablated material through a suited temporal tailoring of the
femtosecond pulses. Such a control on ablation properties
could influence the plasma reactivity and the particulates
generation, having far reaching consequences for applica-
tions. Optimization effects on plasma excitation and ioniza-
tion states and on final ablation products could in turn be
characterized and linked to specific thermodynamic sce-
narios. The influence of temporally optimized pulses on ab-
lation results is successfully reproduced here by numerical
simulations providing elements to correlate temporal features
of pulse shapes and physical ablation mechanisms induced
by the irradiation. A particular interest is dedicated to nano-
particles generation.

The paper is divided in several sections. The following
section describes the experimental device while Sec. IIT ex-
poses the numerical simulation method of the material ther-
modynamic evolution which is based on a hydrodynamic
approach. Section IV is devoted to the experimental and
simulation results concerning the plasma optical-emission
behavior deriving from the optimization of the laser-pulse
temporal shapes. A discussion about the mechanisms leading
to additional plume excitation correlated with the sequence
of optical transients and phase changes is presented. Section
V presents an analysis of the influence the optimized pulses
exercise on nanoparticles generation.

II. EXPERIMENTAL SECTION

The experimental setup used in this study is depicted in
Fig. 1 and it is based on two main elements. The radiation
source is a femtosecond laser system with time-tailorable
pulses irradiating a solid aluminum sample. The apparatus is
completed by a detection and evaluation unit based on spec-
troscopic analysis of the laser-induced plasma optical emis-
sion.

The amplified femtosecond laser system delivers 150 fs
full width at half maximum (FWHM), 1 mlJ, p-polarized
pulses with a wavelength centered at 800 nm. The repetition
rate is controlled externally in the range 0.1 Hz to 1 kHz. The
laser radiation is focused onto a pure aluminum rotating tar-
get (99.9%) in a vacuum chamber (P~ 107> Pa) through a
500 mm focal length lens. The incidence angle with respect
to the target surface normal is 45°. The average fluence is
estimated through recurrent measurements of the impact re-
gion surface at various energies®® and is kept around the
value of 5.8 J/cm? (more than one order of magnitude larger
than the macroscopic ablation threshold®® evaluated at
0.3 J/cm? in good agreement with previous reports in the
literature>31:64).
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TABLE 1. Aluminum spectroscopic lines associated with their
parameters (A, the transition probability, E; the upper-level energy,
and g, the multiplicity of the upper level) extracted from Ref. 65.

Wavelength Ay E;
Species (nm) (s7h (eV) Sk
Optimization | [ Spate Light Modulator | -\ 1y () 281.7014 3.83x 108 11.82197 1
Loop Al (b) 308.21529 6.3 107 4.0214834 4
AlT (¢) 309.27099 7.4x107 4.0216499 6
309.28386 1.2x 107 4.0214834 4
PC
Speczf:éneter | Control, analysis s end ALTI (d) 358.6557 15.302545 9
IcCD and Oscillator 358.6708 15302545 9
treatment

358.6811 15.302545 9
FIG. 1. (Color online) Ilustration of the irradiation and acqui- 358.6912 15.302185 7
sition setup. Sketch of the feedback loop based on spectral 358.7068 15.302185 7
detection. 358.7165 1530194 5
The irradiation system incorporates a pulse tailoring unit 358.7309 15.30194 5
in the time domain, relying on spectral filtering of pulse fre- 358.7450 15.30194 5
quency components in dispersive systems.*® The phase of Al (e) 394.40058 4.93x 107 3.142721 2
laser pulses is modulated prior amplification using a SLM AL (f) 396.15200 9.8 %107 3.142721 7
based on a p1x§lated liquid crystglls array. The.640 PIXCIS ALTI (2) 466.3056 53% 107 13256459 3

array allows a high spectral resolution and a shaping window N
superior to 20 ps. This device realizes a complex phase-only Alll @ 559.3302 LIX 107 15.472499 5
filtering and permits to achieve the temporal shaping of the ~ Al Il (i) 623.162 4.7x10 15.0621266 3
femtosecond laser pulse while preserving the total energy in 623.1750 8.4 107 15.062085 5
the sequence. Eventual spatial distortions are eliminated by ALTI () 624.307 3.1X 100 15.0621266 3
the p(?stshaping amplification process. InFensity temporal dis- 624.320 2.8% 107 15.062085 5

tributions of laser pulses are then determined by background- g
. . . - 624.337 1.1X10 15.062033 7

free second-order nonlinear intensity cross correlation be- .
tween a Fourier-limited reference femtosecond pulse and the AT (k) 704.206 5.9%10 13.076728 5
shaped pulse. ALII (1) 705.660 5.8 107 13.073079 3

The time-resolved spectroscopic analysis of the light
emitted by the plasma is performed by a UV-VIS spectrom-
eter (Chromex) connected to a fast-gated intensified charge-
coupled device (ICCD) camera (Hamamatsu). All spectra
presented in this paper are recorded for an acquisition delay
of 100 ns after the laser impact and with a time gate of 300
ns and averaged over 45 pulses. These parameters have been
chosen in order to maximize the acquired intensity and inte-
grate the different rapid dynamics of several spectral lines.
This is required to monitor both neutral and ionic signals in
the same acquisition run. The speed of the rotating target (4.5
rad/s) is chosen to avoid as good as possible overlapping
between acquisition pulses. The target is previously irradi-
ated with an average of five pulses per site to ensure an
optimal cleaning of the material surface. The consequence is
a slight corrugation of the surface in form of ripples which
represent a deviation from a planar geometry. The experi-
mental device was described in detail elsewhere.’! Returning
to the detection apparatus, on the nanosecond time scale, the
plasma optical emission is spatially integrated (the collection
region being 25.4 mm wide, centered on the target surface)
but the information is derived mainly from the dense regions
of the plume. The potential influence of the spatial and tem-
poral integrations on the results is discussed in Sec. IV. The
ICCD camera is also punctually used to perform direct im-
aging of the plasma, allowing to investigate the expansion
geometry of the ablated matter.

The programmable nature of the SLM allows its insertion
into a computer controlled optimization loop relying on the
feedback delivered by the spectroscopic tool. In view of the
complexity of the ablation process, the irradiation-detection
loop is driven by an adaptive approach. The optimization
procedure is based on an evolutionary strategy and is used to
progressively adapt the temporal shape of the laser pulse to
induce a particular user-defined result recorded by the abla-
tion characterization device. As compared to the previous
study on optimizing kinetic parameters of the ablation prod-
ucts via mass spectrometry,® this spectral emission approach
gives direct access to the excitation state of the plume allow-
ing to influence emission features. Table I summarizes the
lines studied in this work and their spectroscopic
characteristics.> The Al-II transitions at 358.7 nm [with
the label (d) in Table I] are chosen to monitor the ionic
emission while the two Al-I lines [(e) and (f)] at 394.4 and
396.15 nm provide information on the neutral population.
The difference between these ionic and neutral lines intensity
(respectively, I¢ for AI-II, I¢ and I for Al-I) indicates the
relative state of ionization of the plasma plume and is used to
quantify the efficiency of a particular temporal shape to en-
hance the ionization degree of the ablated matter. This quan-
tity,
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f=l-r-r, (1)

playing the role of the fitness parameter, guides the numeri-
cal adaptive procedure.’!

The adaptive procedure is applied to lock up temporal
shapes that maximize the fitness value. Detailing this proce-
dure, an initial group of temporal shapes randomly defined is
ranked with respect to the generated fitness value. The best
shapes are then selected and genetic propagators, mimicking
biological evolution (with processes such as crossover and
mutation), are applied in the Fourier spectral domain to de-
fine a new group of temporal shapes for laser pulses. This
process is iteratively reproduced until a satisfying optimiza-
tion level is achieved. Because of the time-consuming char-
acter of the evolutionary procedure, the integration for each
acquisition during the optimization process is set to 15 laser
pulses (the final result is then acquired with 45 pulses per
acquisition). Moreover, this allows to limit the erosion of the
target with a maximum of ten pulses per site.

In order to study the temporal shaping effect on the thin-
film deposition process, pure silicon (100) substrates are po-
sitioned in the vacuum chamber in front of the aluminum
target surface at a distance of 38 mm to collect ablation
products. All deposited layers mentioned in this article are
realized with 15-min-long irradiation at 1 kHz on separate
sample areas and the achieved surface morphology is char-
acterized using a mechanical profilometer and a scanning
electron microscope equipped with a field-emission gun
(FEG-SEM).

II1. SIMULATION OF THERMODYNAMIC EVOLUTION

To accompany the experimental approach, we have per-
formed the simulation of the nonequilibrium heating and ex-
pansion of an aluminum sample irradiated by an ultrashort or
a temporally-shaped laser pulse using a one-dimensional
two-temperature hydrodynamic code (Esther).* We are inter-
ested in the thermal and kinetic properties of the plume at the
end of the irradiation sequence. The utilized approach solves,
according to a Lagrangian scheme, the fluid equations for the
conservation of mass, momentum and energies for electronic
and ionic species.* The thermodynamic properties of the ma-
terial (energy, temperature, pressure, density, heat of fusion,
and vaporization) are described by the Bushman-
Lomonosov-Fortov multiphase equation of state (EOS) that
encompasses a large range of densities and temperatures
starting from cold condensed state and down to the hot
plasma.%” This EOS provides the evolution of the thermody-
namic properties and has already been applied to determine
paths followed by the excited matter and even to characterize
the nonequilibrium laser interaction process.®®® In a first
step, the interaction between the laser field and the target is
calculated by solving the Helmholtz wave equation in the
inhomogeneous media. This requires accurate values for the
spatially varying conductivity through the Drude model. We
used the values from Ref. 69 in the solid phase while in the
plasma phase we have used corresponding values from Ref.
70 and, at lower densities, the Spitzer formula.”' The model
describing the ultrashort absorption was discussed in more
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details elsewhere’?> and represents an upgrade from the
model used previously (Ref. 6) by including additional con-
tribution to absorption such as umklapp electronic collisions,
a matter still under debate. For longer pulses, because of the
formation of a density gradient in front of the target due to
the hydrodynamic expansion, shielding occurs and the laser
beam is partially absorbed before it reaches the dense part of
the target. As coupling into the expanding matter is an im-
portant factor, the laser energy can be considerably attenu-
ated before it reaches the unperturbed part of the target, lead-
ing to less efficient heating of the solid material. The total
amount of matter which undergoes melting and vaporization
is then reduced and the emphasis is moved to plasma evolu-
tion. The energy sequence delivered by the shaped pulse dur-
ing the initial expansion stages determines the plasma states
reached by the ablated Al target. Laser radiation is absorbed
primarily by inverse Bremsstrahlung through -electron-
electron, electron-phonon, electron-neutral, and electron-ion
collisions, having the consequence that the electron is raised
to a higher state in the continuum. Photoionization of excited
states contributes only for energetic photons impinging on
easily ionized gas mixtures and it is neglected here.

Laser heating of metals can be modeled by four basic
processes: the deposition of radiation energy on free elec-
trons, the energy exchange between electrons and lattice, the
diffusion of energy through media by free-electron motion,
the heating and the conversion to mechanical energy by for-
mation and propagation of shock waves. In the course of
ultrashort laser heating, where the metal is looked upon as a
two-temperature system, the free electrons are heated to an
effective temperature much higher than that of the lattice.
This imposes to include the two-temperature model in our
numerical approach to address the nonequilibrium processes
(Ref. 73) and the large local temperature differences between
the electrons and the lattice. Subsequently, the transport of
energy from the electrons to the lattice takes place by means
of an electronic thermal-conduction mechanism. A coupling
coefficient Y(T,,n,) between the electron and phonon sub-
systems is considered. The relaxation mechanism is crucial
in this work and we have taken a special care to describe the
coupling coefficient in a realistic manner. With respect to
Ref. 6 and considering the argumentation in Ref. 74, the
dependence on electronic properties has been determined
here by WT,,n,)=y(T,) X (n,/n)"3, where n? is the elec-
tronic density in the initial solid state and °(7,) the electron-
phonon coupling coefficient at solid density. We assume that
this energy equilibration rate in nonequilibrium electron-ion
systems remains valid for a large class of ionic configura-
tions including solid and liquid metals phases, as well as
warm dense matter. For the dilute, hot, and therefore weakly
coupled plasmas for which the thermal energy of the par-
ticles greatly exceeds the potential energies, the energy re-
laxation among electrons and ions is taken into account
based on the usual Spitzer model including the Coulomb
logarithm. Two ad hoc cutoff parameters are used in this
approach to mimic the quantum interference and finite-ion-
size effects for short-distance collisions as well as the Cou-
lomb screening of the charges.”>7 Between the regimes of
warm dense matter and weakly coupled, nondegenerated
plasmas, we have used a polynomial interpolation to connect
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both models for densities lower than the critical one.

For each time step and cells of the Lagrangian simulation,
the number of free electrons is connected to the number of
ions by the relation n,=Z*n;, where Z* is the average ioniza-
tion. The data for the ionization state calculated within a
generalized chemical model in a wide range of densities and
temperatures are taken from the Ref. 70. In these tabulated
data, the density varies from 1 to 10° Kg m~> while the tem-
perature ranges from 10 to 108 K. For lower densities, from
10 to 1 Kg m~>, we have used the data calculated by Refs.
77 and 78 which are in agreement with recent ionization data
for Al discussed in the literature.” These values are calcu-
lated for electrons and ions at equilibrium but we assume
that the ionization is mainly determined by the electronic
collisions and we have used the equilibrium values of aver-
age ionization for 7=T,, the electronic temperature. During
the electron-ion relaxation stage, Z* is modified along the T,
decrease and a kind of numerical recombination process oc-
curs. To convert this process in energy recombination and to
avoid an effect of 7, increase due to a drop of n,, we have
added an energy exchange term in the form

_=__=__" (2)

where ¢g; is the equilibrium matter energy, £,={,n, is the
energy of the electron subsystem, and £, the average energy
of a particle.

This numerical approach is used to simulate the ablation
phenomena and related effects induced by laser pulses tem-
porally shaped on ultrafast time scales. To assist the interpre-
tation of experimental results concerning the plasma optical
emission and the particulates generation, we attempt to fol-
low the thermodynamics conditions reached by the ejected
material from the initial energy deposition until longer times,
typically hundreds of nanosecond. Nevertheless, the numeri-
cal approach is limited to a one-dimensional simulation of
the expansion plume whereas three-dimensional approaches
are desirable for simulating the later plume expansion stages.
A direct layering to the experimental results is therefore not
accurate and a quantitative interpretation must be done with
precaution. Usually, 1D hypothesis is limited to expansion of
size similar to the irradiation zone. Nevertheless, in usual
PLD conditions where cm scales are typically involved for
collecting the material, we can notice that the ablated matter
is deposited on a surface about 10* higher than the focal spot,
and that one can expect densities of the plasma up to 10*
weaker than the one simulated at 3 cm of the target because
of the lateral expansion. While supposing that the 1D tem-
perature remains correct, the ionization rate appears to be not
very sensitive to such a decrease in density and the tables
provide an ionization increase of less than 5%. Consequently,
we can reasonably suppose that our approach remains suit-
able to support in a qualitative manner our results.

IV. PLASMA OPTICAL EMISSION

The first part of discussion concerns plasma emissivity.
We present below the experimental results concerning the
optimization of plasma optical emission with respect to the
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excitation degree through the tailoring of the laser energy
temporal distribution on ultrafast time scales. As indicated,
the excitation degree of the species in the plume and the
relative concentration of species are supposed to determine
to a large extent the reactivity of the plasma. We used the
setup described in Sec. II to enhance the ionic emission of
plasma with respect to the light emitted by neutral species.
The experimental results are compared with numerical simu-
lations of plasma plume allowing to discuss physical mecha-
nisms involved in the specific response of thermodynamic
states of aluminum to the temporal tailoring of energy depo-
sition.

A. Experimental results

The adaptive approach driving the presented loop was ap-
plied in order to determine the ablation plasma characteris-
tics in specific spectral domains. The use of the evolutionary
optimization procedure permits to modify the emission (re-
corded between 100 and 400 ns after laser exposure) of tran-
sitions considered in the fitness parameter defined in the Eq.
(1), hence leading to optimal shaped pulses. According to our
definition, this induces an enhancement of the AIl-II lines
intensity [multiplet (d) at 358.7 nm] and a reduction in emis-
sion for the Al-I transitions [multiplets () at 394.4 and (f) at
396.15 nm]. Figure 2(a) shows the comparison between
spectral intensities induced in the spectral domain used for
the optimization by a femtosecond short pulse (SP) and those
of the optimized pulses (OP). The cross-correlation measure-
ment of the short and optimized-pulse temporal shapes is
depicted in Figs. 2(b) and 2(c). The OP sequence consists of
a series of peaks (separated by 1 or 2 ps) superposed onto a
stretched distribution (Gaussian envelop of 6 ps FWHM).
However, the OP solution is not unique within the sensitivity
of the experiment. A second optimal irradiation sequence
OP’, fulfilling the optimization requirements, is presented in
Fig. 2(d) and will be used later in the text to define the
topology of the search space and the requirements for emis-
sion improvements (see Sec. IV D). The following discus-
sion is mainly based on the OP sequence but is pertinent for
a large range of pulse shapes that perform similarly in the
optimization run. To describe the observed influence of the
temporally tailored energy deposition on the plasma optical
emission, we define the multiplication factor,

Migy= X 3)

corresponding to the intensity modification of a particular
transition i with a given shaped pulse with respect to the
unshaped femtosecond short pulse. The relative increase in
the integrated intensity emitted by singly charged aluminum
ions (AI-II) is then given by M&,=3.2+0.4 when OP is
applied. Intensities of the two neutral lines used as feedback
for Al-I atoms are reduced according to Mgp=0.54+0.07
and M4p=0.59+0.07. To be further used in the analysis,
excitation temperature are evaluated through the Boltzmann
ratio intensity method®® with transitions [(b) and (e)] for neu-
tral aluminum atoms (Al-I) and [(h) and (1)] for aluminum
ionized one time (AI-II). The precision of this method is
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FIG. 2. (Color online) (a) Spectral intensity of the lines involved
in the optimization process indicating Al-I and Al-II emission after
irradiation induced with short and optimized pulses (respectively,
SP and OP). Temporal distribution of the intensity for SP (b) and
several optimal forms OP (c) and OP’ (d) determined by cross
correlation (see text for details).

nevertheless strongly limited by the spatiotemporal integra-
tion of the emission line intensity measurements in case of
the rapidly varying plume. Only rough estimates can be
made and will be used to indicate qualitative tendencies upon
different excitation situations. The excitation temperature in-
duced with femtosecond pulses SP or with optimized pulses
OP are quite similar for both species, approximately 5000 K
for AlI-I and 20000 K for AI-IIl. The overall intensity
summed respectively for all Al-I and AI-II transitions are
modified as follows: M5;'=0.56=0.07 and Mp;"
=2.9+0.4 with a similar trend as described for (d), (e), and
(f) lines. The global intensity emitted by all the transitions
listed in the Table I and corresponding to the plasma lumi-
nosity is reduced with a factor Mgp=0.76+0.09. We can
now compare the fractions emitted by Al-II or Al-I. The fem-
tosecond SP leads to a repartition of the overall studied emis-
sion consisting of 91% of total intensity emitted by Al-I and
9% by Al-1I while optimized pulse OP induces a fraction of
68% for neutrals emission and 32% for Al-II atoms.

In order to complete the experimental investigations of
the plasma behavior, we perform direct imaging of the abla-
tion plume in the UV-VIS spectral range at different time
delays after the laser impact. Figure 3 shows images of the
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FIG. 3. (Color online) Plasma images in the UV-VIS domain
(from 200 to 800 nm) recorded at 300 ns delay after laser exposure
for a gate integration time of 100 ns. The intensity is accumulated
over ten laser pulses and comes mainly from neutral emission with
slight ionic contributions expanding ahead (see text).

optical plasma emission induced by short and optimized
pulses for an evolution gated between 300 and 400 ns. The
intensity is integrated over ten successive laser pulses. At the
usual fluence, the plasma consists dominantly on neutrals
emitting in visible and ions in ultraviolet. We note that the
SP-induced optical emission is more intense than the one
generated with optimized pulses as it originates mainly from
the dominant neutral emission. The extension of the plasma
plume is slightly larger with OP than with SP exposure. Ad-
ditionally, the corresponding ablation rates were evaluated
through ex situ profilometry measurements of ablation cra-
ters. The ablation rate is higher with the short pulse
(98 =1 nm/pulse) than with the optimized irradiation se-
quence (80*4 nm/pulse) at the 5.8 J/cm? incident fluence.
However, considering that not all the ablated material is
transported into the gas phase as it will be seen later, it is
difficult to make correlations between the plumes only based
on the ablation rates.

B. Simulation of temperature-density-ionization profiles

Building on the initial results presented in Ref. 6 that
estimate the kinetic plasma properties, we focus here on its
thermal characteristics. The numerical simulations described
in the Sec. III are used to compute the spatial profiles of
density n(z) and temperature 7(z) of ablated aluminum 250
ns after the moment of energy deposition (initial solid sur-
face at z=0) in a one-dimensional approach. Here z is the
expansion direction. At this time, the plume is already equili-
brated. The inherent limitation of the 1D approach in at-
tempting a full description of plume evolution was previ-
ously indicated (see Sec. IIT). The mean ionization rate Z* (in
e~/atom) is used in a tabulated form,”” with respect to den-
sity and temperature. The electronic density n, can be written
as

kmax

ne= 2 km=2"n(2) 4)

k=1

with n; the density of atoms in the k ionized state and k,,
=13. Assuming that the Saha equation, giving the ratio S,
=ngn,/n,=f(T), is valid in the range of temperatures and
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FIG. 4. (Color online) Spatial profiles of atomized species
(neutral +ions) density n(z), temperature 7(z), and species propor-
tions n,/n of atoms Al-I to Al-IV. The profiles are simulated for a
time r=250 ns after the laser impact in case of SP and OP laser
intensity distributions. The location z=0 corresponds to the initial
metal surface. The incident fluence is 5.8 J/cm?.

densities of interest in this work, it can be used to express 7,
(density of ionized one time atoms Al-II) as a function of n,
and S,

ny= - -1 - (5)
ITs,
=1

k-1
k=2 N,

Densities n, to nj3 of Al-IIl to AI-XIV are computed recur-
sively with Saha ratio S; and the density n of neutral atoms
Al-I is given by n0=n—2ig?xnk. Figure 4 shows spatial pro-
files of atomized species (neutral+ions) density n(z) and
temperature 7(z). The species proportions 1;/n of atoms Al-I
to AI-IV are computed at 250 ns after the moment of energy
deposition (corresponding to the middle of experimental ac-
quisition time gate) with femtosecond SP and temporally op-
timized OP laser pulses. In the following, the areas occupied
by the different species are determined using the FWHM of
the axial distributions. Several observations can be made.
The maximum distance from the surface achieved by the
front of the simulated plasma plume at 250 ns is higher with
the optimized pulse OP (about 22 mm) than with SP (about
14 mm). The analysis of the spatial profiles of atoms in dif-
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ferent ionization stage ratio (n;/n in Fig. 4) reveals that those
species tend to agglomerate in spatially distinct locations.
This will be discussed in the following section. Close to the
surface, the proportion of ionized atoms is low and the
plasma consists mainly of Al-I. The temperature spatial pro-
file in the vicinity of the surface is almost constant
(~2600 K) independent of the temporal pulse shape. How-
ever, the length of the area occupied by neutral atoms and the
ionization state (and temperature) of the simulated plume
front are strongly influenced by the temporal tailoring of
incident energy. The femtosecond SP induces a low excita-
tion plasma configuration with a large area dominated by
neutral atoms (12.5 mm) and a temperature of 12 500 K at
the front mainly occupied by Al-II ions. Comparatively, the
optimized pulse OP leads to a plasma of higher excitation
state with a smaller area associated with Al-I (0—4 mm) and
a high front temperature (34 000 K) producing a majority of
AI-IV (not measured). Al-II atoms are concentrated at the
front of the plume for the femtosecond SP while they are
localized closer to the solid surface when OP is applied (be-
tween 4 and 8.5 mm). The size of Al-II area is larger with OP
(4.5 mm) than with SP (1.5 mm) and the density state corre-
sponding to each area is more than one order of magnitude
higher for OP (from 4 X 10?2 to 10** m™3) than for SP (6
X 10'-9 % 10?! m™), as shown in Fig. 4.

Although experiment and simulation reveal a good quali-
tative agreement, several discrepancies between experimen-
tal and numerical results are observed, in particular, concern-
ing the temperature values of the ionic species. Two main
elements can be invoked to explain these differences. First,
experimental observations are integrated over the range 100—
400 ns, this being a temporal window during which the
plasma has a fast dynamics and cools down. As well, the
spectral emission measurement is spatially averaged, detect-
ing simultaneously species located at different regions. Sec-
ond, the numerical simulations are based on one-dimensional
calculation as explained in the previous section. Neverthe-
less, we can reasonably suppose that our approach remains
acceptable to give a qualitative picture of the plume behav-
ior, including the spatially distinct aglomeration of species
following the temperature profile and its maximum at the
plasma front.

C. Discussion

The comparison between the experimental and numerical
results presented above allows to address several interpreta-
tion questions concerning the laser-induced ablation and
plume expansion processes. As reported in Sec. IV A, the
estimated excitation temperatures of Al-I and Al-II are found
to be different. Although difficult to be resolved due to the
spatial integration of spectroscopic measurements along an
inhomogeneous plasma,?! this could be correlated with po-
tential generation of different agglomeration zones for those
species as recently reported in Ref. 82. Although several
mechanisms can be involved, this is consistent with the
simulation results presented above which indicate that the
spatial temperature and density profiles of the ablation plume
are not constant along the expansion axis® and induce spa-
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FIG. 5. (Color online) Thermodynamic trajectories of several
simulation cells within the excited aluminum region in a density-
temperature (p-T) diagram for a short and optimized laser pulse (SP
and OP). The cells correspond to material layers initially situated at
different depths. Different relevant moments with respect to the
beginning of the laser exposure: 1 ps, 10 ps, 100 ps, and 1 ns, are,
respectively, marked by square, circle, up triangle, and diamond
symbols. The simulation ends at 250 ns. The incident fluence value
is 5.8 J/cm? (more than one order of magnitude above the ablation
threshold). The solid-liquid (S-L; melting), the liquid-gas (L-G; bin-
odal), and the onset of instabilities (Sp; spinodal) boundaries given
by the EOS, as well as the position of the critical point (CP) are also
depicted on the figure. Due to the uncertainty related to the passage
via the instability region, the thermodynamic trajectories are not
shown below the spinodal envelope.

tially distinct locations of atoms in different ionization stages
as suggested by the Saha law. This is a notable observation
since the model used in our simulation does not take into
account gas-phase charge interaction and inherent internal
electric fields in the plume. This may lead to further charge
separation® preserving however the species sequential distri-
bution.

With the two temporal distributions of laser energy tested
here, the irradiation leads to a plasma plume characterized by
a decreasing density and a two-step behavior for the tem-
perature with the distance from the solid surface. The tem-
perature profile is quasiconstant close to the surface and in-
creases until the maximum value obtained at the front of the
plume. This implies that at least two different mechanisms
are involved in the plasma formation. To address this ques-
tion, the numerical simulation is used to compute the ther-
modynamics paths followed by the material at different
depths starting from the laser energy deposition up to 250 ns
of evolution.

Figure 5 shows the results of the modeling applied to
short and optimized pulses. These simulated thermodynam-
ics paths indicate at least three remarkable types of behavior.
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In both cases, the superficial layers (from the initial surface
to 40 nm deep) undergo a fast heating which leads to an
expansion above the critical point (CP). As discussed previ-
ously in Ref. 6, that kind of high-temperature relaxation path
corresponds to an excess of energy which offsets the inter-
molecular potentials leading to a reduction in the latent heat
of vaporization. The energy of atoms in the condensed phase
becomes comparable to their binding energy inducing the
decomposition of the hot fluid in gas-phase atomic species
without involving nucleation. This can be described by a
fragmentation mechanism of the supercritical fluid in expan-
sion and direct transition to plasma.>* The atomization de-
livers hence the hot gaseous ejecta. The behavior of the ini-
tially 5-nm-deep layer allows the comparison between the
laser-induced fragmentation with SP and OP. The maximum
temperature achieved by this layer is larger with OP
(77 500 K) than with SP (51 500 K). Moreover, the maxi-
mum specific energy stored in this layer is twice larger with
OP (1.68x 10® J/Kg) than with SP (5.71 X107 J/Kg). We
can conclude that the atomization of the hot fluid process is
induced at a higher temperature and specific energy for OP
than for SP taking a favorable turn. As a side note, the layer
corresponding to the cell located initially at a depth of 40 nm
follows a supercritical expansion path in the OP case and
then recondenses. This behavior can be attributed to the ex-
cess of specific energy stored in the upper layers which in-
duces additional compression of this particular layer. The
second type of behavior is related to deeper layers undergo-
ing a moderate heating accompanied by a strong compres-
sion. This leads to an expansion path under the critical point
which crosses the binodal line and reaches the gaseous state.
This corresponds to the rapid homogenous nucleation of gas
in the metastable liquid and determines the ejection of a
liquid-gas mixture.®® The associated ablation process can be
accounted for with the so-called phase explosion
mechanism.>®% The deepest layers simulated here undergo
the last type of behavior: a low heating accompanied by a
strong compression. During the following relaxation, these
layers expand and reach the limit of coexistence between
liquid and gas before recondensing along that binodal line.

Referring to the last two evolutions, results presented in
Fig. 5 shows that layers initially located between 60 and 90
nm in the SP exposure and between 50 and 100 nm for OP
case behave differently. In the OP case, the compression is
reduced and the layers recondense without crossing the bin-
odal limit. With the SP irradiation, the layers initially located
at depths between 60 and 90 nm undergo a strong compres-
sion of the matter followed finally by a phase-explosion-like
mechanism (nucleation-based) as they enter in the metastable
region. However due to particularly strong mechanical load
associated with SP some confinement effects occur.® In their
evolution part of these layers follow the binodal limit during
a long time (nanosecond time scale) before crossing it (note
the corresponding moments indicated in Fig. 5). This behav-
ior corresponds to the ejection of liquid droplets and will be
discussed in more details in the last section. This comparison
between the behaviors of deeper layers with SP and OP irra-
diation indicates a reduction in the phase explosion effi-
ciency and an increase in recast when using the optimized
laser energy distribution. We recall here the additional heat-
ing of the superficial layers with OP.
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By comparing these results with the different temperature
and density spatial profiles presented in Fig. 4, we can con-
clude that a consistent part of the plasma formed by neutral
species at quasiconstant lower axial temperature and located
close to the solid surface is generated by the rapid homog-
enous nucleation of gas in the metastable liquid. This typi-
cally leads to the ejection of a liquid-gas mixture. The lead-
ing part of the ablation plume with increasing temperature
along the axis is induced by the atomization of the supercriti-
cal fluid which produces hot gaseous ejecta. The initial ab-
sorption profile during energy deposition is responsible for
this increasing temperature profile observed at 250 ns. It is
particularly the relative weight of the thermodynamical paths
that is affected by the temporal distribution of the incoming
energy.

The different behaviors generated by SP and OP se-
quences can be discussed on the basis of the initial argu-
ments presented in Ref. 6 which shows that the thermody-
namic states variations during the laser ablation can induce
an enhanced energy coupling in the material. This is corre-
lated with electronic collisional effects and density changes
according to the phase transformation succession.®® While in
case of SP, the materials stays mainly in condensed phase
with optical properties determined primarily by temperature
(and therefore fluence)-induced collisional effects and vary
little during the melting phase,?” these optical properties are
transiently modified during the optimized irradiation se-
quence as density varies. This behavior is superposed ini-
tially on pure temperature-induced collisional effects and
takes over during the sequence via an intricate mixing of
temperature and density variations. As a proof, specific ex-
amples of transient reflectivity behaviors are shown in Fig. 6
for particular shapes and will be discussed in the next para-
graphs. We note for the moment the drop of reflectivity as-
sociated with the onset of hydrodynamic advance (arrow
mark) for the shaped pulses preceded by a temperature effect
(enhanced for SP and high intensities).

This allows to adapt the incoming energy rate to enhance
the absorption, resulting in the augmentation of the heat load
in the superficial layers in the case of OP irradiation. This
hypothesis is supported by the previous analysis of thermo-
dynamic paths of those layers (presented in Fig. 5) associ-
ated with higher maximum temperature and specific energy
generated with OP than with SP. We conclude that the onset
of hydrodynamics effects during the OP exposure (going up
to plasma ignition), such as expansion and the consequent
drop of reflectivity of the irradiated surface, allows an en-
hancement of the energy deposition in the first material lay-
ers due to the variation of the optical and transport proper-
ties. This will be experimentally confirmed in the following
section. Finally, these results allow to indicate that in our
high fluence conditions, the optimization does not lead to a
luminescence increase but induces a higher ionization state
in the plasma plume.

In this context, the enhancement of the ionic signal with
respect to the neutral emission with the optimized pulse OP
is achieved through the more efficient channeling of the in-
cident energy into the superficial layer. This enhances the
efficiency of the atomization of the supercritical fluid with
respect to nucleation-based mechanisms. Moreover, the opti-
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FIG. 6. (Color online) Temporal distribution of the intensity
(solid lines) for the short pulse (SP), the optimized pulse (OP), the
double pulse (DP) with 10 ps delay and the long pulse (LP) of 6 ps
FWHM duration determined by cross-correlation methods. Corre-
sponding calculated transient reflectivities of the excited sample
(dashed lines). The dotted line in the SP case is a guide for the eyes.
The arrows indicate the observable expansion onset for the simu-
lated layer initially located at 10 nm deep.

mized pulse generates an Al-II dominated area at higher den-
sities with respect to the SP-induced configuration (as re-
ported in Fig. 4). Consequently, the optimized laser energy
distribution enhances the number of Al-II and reduces the
one of Al-I. We thus suppose that the plasma emission opti-
mization with respect to the excitation degree is strongly
related to the evolution of the emitter’s quantity of the dif-
ferent species. The ionization degree is augmented without
changing the total energy of laser pulses. The optimized tem-
poral tailoring of the laser exposure sequence allows there-
fore to redistribute and increase the excitation of the plasma
plume with a reduced energy cost through a more synergetic
interaction with the irradiated material. This appears to be
intrinsically related to provoking and making use of a reflec-
tivity drop along side with density variations impeding ther-
mal transport.

The shape of the laser pulse can create a complex topol-
ogy of the interaction space. In order to simplify and under-
stand its influence on the interaction process, we employ
designed pulses which gather features of the OP: two short
peaks (250 fs duration) with a separation delay of 10 ps (DP)
and a Gaussian stretched pulse (LP) of 6 ps FWHM. This
was achieved by applying cyclic rectangular 7-phase profiles
or parabolic phase masks on the SLM. Figure 6 shows inten-
sity cross-correlation traces together with a sketch of reflec-
tivity behavior for the excited matter in each case calculated
as indicated in Ref. 72, taking into account the effect of
time-evolving collision frequency and the dynamic variation
in density and temperature. The arrows indicate the moments

035430-9



GUILLERMIN et al.

(a) [ JOPLXIDPE—ILP
—
L2 s} % {»
o
@®©
w % %
5
= 04t
@©
O
=
=
S 02f
=
0.0
£33 £ ET =
c = (S c — c
by & 3 2
@ ® & ©
8 = «© 3
[ JOPEIDPE—ILP

_ [
o 40t
-
(&)
L(E 11% N E3
] N
£ ool [l f e
o= EERN= = %
© — | |
O 20f - | A B
o - - -
= = | e -
S T 7 ]
:E 1.0H ] ] [
0.0 L L L
ET £ET € €. €T €5 £€x €=
c— £~ c~ c>~ c c c>~ c
o ~ [so} o [32) [Te} -~ ©
~ 59 © ] ) < N ©
o v © [o2) N o < 0
ee] [se} < Yol © o o o
N w0 N~ N~

FIG. 7. (Color online) Evolution of the (a) neutral and (b) ionic
lines emission in the UV-VIS domain with optimized OP, long LP,
and double DP pulses at 5.8 J/cm? (the multiplication factor is
given with respect to the lines intensities generated by the short
pulse SP). The letters in the brackets indicate the line assignment
corresponding to Table 1.

of the observable expansion onset for the simulated layer
initially located at 10 nm (corresponding approximately to
the optical penetration depth). This criterion gives an impre-
cision ranging from few tens of femtosecond for the SP ex-
posure up to one picosecond in the case of stretched energy
depositions. For all shaped pulses, the drop in reflectivity and
the subsequent augmentation of the absorbed energy allow
already to anticipate the possibility of a modified plume be-
havior. The influence of irradiation coupled via a change in
transient optical properties as the hydrodynamic movement
commences was indicated in Ref. 6 and we note here a par-
ticularly strong effect on the plume. The emission lines re-
ported in Table I induced by DP and LP are investigated and
compared with OP and SP results. A summary of the multi-
plication factors associated with each spectroscopic line in
these three configurations of energy deposition is given in
Fig. 7. As already observed with OP, the distributions DP and
LP induce a reduction in neutral lines intensity [(e) and (f) in
Table 1] and an enhancement of ionic lines (d) emission. The
intensity of the ionic line (d) is multiplied by 2.8 for DP and
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FIG. 8. (Color online) Spatial profiles of density n(z), tempera-
ture T(z), and species proportions n;/n of atoms Al-I to AI-IV simu-
lated at t=250 ns after the laser impact for temporally tailored
incident DP and LP (z=0 at the surface). The incident fluence is
5.8 J/cm?.

3.2 for LP (with respect to short pulse irradiation), while
neutral transition [(e) and (f)] intensity are, respectively, di-
vided by 2.5 and 2.3 for DP and by 2 and 1.9 for LP. Inten-
sity integrated for all neutral lines in our detection range is
reduced in both cases (MS{;I=O.43 *£0.05 and Mﬁl;I
=0.52=0.06) while the sum of ionic transitions intensity is
multiplied by 2.8 for DP and 3 for LP. Total transition inten-
sity is also reduced (divided by 1.6 for DP and 1.4 for LP).
With DP (respectively, LP), 62% (65%) of this total intensity
is emitted by Al-I and 38% (35%) by Al-II.

Experimentally determined averaged excitation tempera-
tures induced by DP and LP are, respectively, T;ﬁ},;
=5600+400 K, Ti5'=5600+400 K for Al-I and Thp"
=24 000=2000 K and T;5"=19 0002000 K for AI-IL
Experimental ablation rates are reduced with respect to the
SP case and close to the one generated by OP (respectively,
79 =4 nm/pulse for DP and 83 *+4 nm/pulse for LP).

We note that these behaviors are typical for a rather high
fluence regime with respect to the threshold, namely, the ion-
ization increase on the expense of neutral population.
Complementary behaviors on overall yield increase at lower
fluences were noted recently.® To emphasize the specific
features in these conditions, the numerical simulation pre-
sented above is also applied to the double and stretched
pulses DP and LP. Figure 8 shows the calculated spatial pro-
files of atomic density n(z), temperature 7(z), and proportion
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of Al-I to AI-IV density numbers at 250 ns after the laser
impact. The maximum distance from the surface achieved by
the simulated plasma with LP and DP are quite similar (re-
spectively, 20 nm and 19 mm) and slightly lower than with
OP. LP irradiation leads to a Al-I occupied area close to the
surface (from O to 5.5 mm) larger than OP exposure. The
smallest Al-I area is produced with DP (from O to 3.8 mm).
The maximum calculated temperature (at the plasma front)
obtained with LP (~24 000 K) is lower than with OP. The
extension of the AI-Il area (6 mm) produced with LP is
slightly larger than with OP but is also associated with a
lower density (from 1.6 to 7.7 X 10?> m™3 for LP and from
4%x10?* to 102 m™ in the OP case). In the case of DP
exposure, the maximum temperature achieved at the plasma
front is similar to the one simulated for OP (~34 000 K).
The AI-II area is associated with the same range of densities
as with OP (4 X 10% to 1 X 10* m™) but its extension is
reduced (3.7 mm). These numerical results seem consistent
with the experimental emission intensity measurements pre-
sented in Fig. 7, indicating relatively small differences be-
tween the optical plasma emission induced with OP, DP, or
LP with respect to Al-II versus Al-I intensity ratio enhance-
ment.

D. Pre-excitement requirements for improved coupling

It was mentioned before that several different results of
the optimization perform similarly with respect to the plasma
emission. A first example was given above with a second
optimization result leading to the optimal laser sequence OP’
depicted on Fig. 2(d). This section intends to propose a
deeper perspective on the influence of the optimized pulse on
the ablation process. From the analysis, it seems that a large
class of laser-pulse temporal shapes allows to perform the
optimization task and increase the plasma excitation with a
high efficiency. These observations pertain also the designed
pulses, the Al-II optical signal enhancement generated with
OP’ being also similar to the one obtained with OP, DP, and
LP. A common feature of the adapted laser sequences is the
stretched energy deposition on several picosecond. This al-
lows an optimal preparation of the irradiated material by the
leading part of the pulse, an efficient absorption of the trail-
ing part and, consequently, a maximization of the effect of
plasma excitation. The questions that impose themselves
concern the nature of this “preparation” and the related en-
ergetic requirements.

To elucidate which mechanisms have to be triggered dur-
ing this preparation, we have designed the following experi-
ment that temporally separates the preparation phase from
the main absorption events. We use nonsymmetrical double
pulses separated by 11 ps as depicted in Fig. 9(a) where the
level of the leading peak was gradually increased while pre-
serving constant the total energy. This was achieved using
V-shaped spectral phase masks with variable cusp position.
The plasma emission was monitored at the same time. This
experimental approach allows to progressively enhance the
energy involved in the preparation process by controlling the
energy balance between the two peaks. We were concerned
here with a brief evaluation on the picosecond-spaced
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FIG. 9. (Color online) (a) Example of asymmetric double pulses
(11 ps separation) with different energy balance between the two
peaks at constant total energy. The energy contained in the leading
peak is gradually increased to “prepare” the material for an en-
hancement of the energy coupling. (b) Al-II optical emission inten-
sity evolution [line labeled (d)] with the double pulses energy bal-
ance (first peak contribution) at 1.1 J/cm?.

prepulse forms leading to the onset on ion enhancement. To
increase the sensitivity of the measurement we have chosen a
lower fluence, slightly below the threshold of SP ion obser-
vation (1.1 J/cm?). Although the succession of phenomena
may be changed,® this was motivated by the fact that at the
regular fluence of 5.8 J/cm® the effect was starting at
prepulse intensities too low with respect to the main peak for
permitting an accurate measurement. The procedure allows
to detect and characterize the Al-II emission increase in the
line labeled (d) in Table I with the augmentation of the en-
ergy consumed for the surface preparation (i.e., energy in the
first peak). The results, shown in Fig. 9(b), indicate a thresh-
old energy for the first peak (corresponding to 10% of the
total energy) required to initiate the AI-II signal enhance-
ment. This signal achieves a maximum for an energy balance
of 25—75 %. Converting these percentages to fluences of the
first peak indicates an ion signal rise at the fluence threshold
of 0.1 J/cm? (close to the optical modification threshold)
and a maximum increase achieved for 0.28 J/cm? (just be-
low the onset of visible macroscopic ablation). These results
suggest that the optimal preparation with respect to the
plasma excitation enhancement is related to the onset of the
hydrodynamic movement of the excited material induced by
the leading part of the laser exposure. On the picosecond
time scale, the material expansion is associated with a drop
of the reflectivity as shown in Fig. 6 (however at a higher
fluence). This leads to an enhanced coupling of the trailing
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part of the laser pulse and consequently increases the ab-
sorbed energy per atoms. As final remark, we note that, as
the geometry involves several passages over preirradiated
target regions, the possible rippled structure at pulse overlap-
ping complicates the accurate interpretation of the laser-
matter interaction.

In summary, the optimized pulse favors a conversion of
the laser incoming energy into thermal energy of the expand-
ing material inducing a surface transformation mainly medi-
ated by the atomization of the supercritical fluid. The energy
is more efficiently channeled in the superficial layers and the
ablation rate is reduced. This is also consistent with previous
observations® indicating an effective mechanical to thermal
energy conversion for longer pulse envelopes. The femtosec-
ond pulse leads to a preferential channeling of the laser en-
ergy into a gas-phase transformation that proceeds domi-
nantly in the metastable region via nucleation and induces a
higher ablation rate. This indicates a possible adjustable bal-
ance between the amount of ejected gas-liquid mixture (sub-
sequent to nucleation) and the excitation of the gaseous frac-
tion of ablated matter (through the atomization of the
supercritical fluid). Modifying the energetic state of the
plasma plume may then influence PLD processes through the
nanoparticles generation.

V. INFLUENCE ON NANOPARTICLES DEPOSITION

To study the effect of the temporal shape of various laser
pulses on the collected material from the plume, thin films
were elaborated by pulsed laser deposition with irradiation
sequences provided by SP, OP, LP, and DP (N=9X 10°
pulses, P~ 107> Pa). The FEG-SEM images of the resulting
films are presented in Fig. 10. The surface morphologies of
the deposited films are dominated by nanoparticles (with ra-
dii between tens and hundreds of nanometer) with a density
strongly dependent on the temporal profile of the laser
pulses. Nanoparticles radius distributions, ranging from 30 to
200 nm and displayed in Fig. 11, indicate a decrease in the
particles density from SP (presenting the highest number of
nanoparticles) to DP film (density minimum). Intermediate
distributions can be determined for OP- and LP-induced
films. The relative abundance of each radius is displayed in
double-logarithmic scale in the inset of Fig. 11 and is similar
for the four temporal distributions. These size distributions
f(r) are characterized by a two slope behavior with f(r)
~ 772 for r<80 nm and f,(r) ~ 37 for >80 nm, which is
in concordance with previous reports in the literature.?’

Two main classes of processes are usually invoked to ad-
dress the problem of nanoparticle generation?’: condensation
or nucleation of particles in the plasma or gas phase on one
hand and direct ejection of aggregates from the liquefied tar-
get on the other hand. The condensation processes are domi-
nant when the collision rate between particles in the atomic
vapor is high with respect to the characteristic time of the
expansion.”’ These mechanisms were found to lead to nano-
particles with low radii ranging from few nanometer to few
tens of nanometers.?*218%% The direct liquid ejection
mechanisms are associated to the formation, hydrodynamic
motion, and ejection of liquid-density layers separated by
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FIG. 10. SEM images of thin films produced with SP, OP, LP,
and DP indicating the presence of nanoparticles in different con-
tents and sizes.

lower-density ~ gaps composed by a  liquid-gas
mixture®2%1991-93 This structuring of the ablated matter is a
consequence of the rarefaction waves propagation in the ir-
radiated material during the first stages of expansion.®**> The
above observations suggest that this mechanism can be con-
trolled by the balance between mechanical and thermal en-
ergies of the expanding material.”® Influences are expected as
well on the condensation mechanism as temperature and
pressure condition may vary.

We will focus below on the second mechanism (direct
ejection of liquid particles) to explain our experimental find-
ings, especially for larger size particulates. The reduction in
nanoparticles deposition on the film surfaces seen in Fig. 11
can be linked to the enhancement of plasma excitation via a
temperature control mechanism as this may influence the
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FIG. 11. (Color online) Nanoparticles radius distributions on the
surfaces of films produced with SP (square), OP (circle), LP (up-
ward triangle), and DP (inward triangle). Inset: normalized particles
abundance with respect to radii for SP, OP, LP, and DP (double-
logarithmic scale) and fit lines in the form of r* with a=-2 for r
<80 nm and -3.7 for >80 nm.

thermomechanical balance. At the fluence used here
(5.8 J/cm?), the plasma heating is associated with the in-
crease in the ionic signal in this case on the expenses of
neutral population. These aspects were previously identified
to be the consequence of reaching supercritical fluid states
rather than entering the two-phase region as noted for SP.
This shows a strong correlation between the nanoparticles
generation and the mechanisms leading to a gas-liquid mix-
ture ejection directly from the target to which we add the
distinct mechanical ejection of liquid layers. These liquid
layers were indicated in hydrodynamic simulations as long-
living along binodal liquid-density plateaus sandwiched be-
tween gas layers upon expansion.®?’ Inhomogeneous matter
expulsion was also confirmed by the time-resolved optical
microscopy observations reported in Ref. 94.

We will follow below the evolution of the nanolayers that
have consequences on nanoparticles accumulation on sub-
strates in different conditions of exposure feedthrough. As
exposed in Refs. 20 and 93, the ablated matter configuration
discussed above can lead to a direct mechanism of nanopar-
ticles generation. If the plateau lifetime is long enough, a
Rayleigh-Taylor instability can occur inducing the decompo-
sition of the liquid layer in droplets with radii described

by20,93
2 \1/3
- (97Th 0') ©)
14 Pi ’

where hp is the thickness of the plateau, o the surface ten-
sion, and P; the pressure between the gap and the plateau.
Droplets can also be formed in the gap through the competi-
tive actions of hydrodynamics and surface-tension forces.
The maximum radius of stable droplets is then given by?%%3

150 1/3
ro=|———m—1| . 7
¢ | pldvldz)? @)
where p is the density and dv/dz is the velocity gradient in
the gap.
To address more precisely the contribution of the liquid
layer ejection and decomposition through Rayleigh-Taylor
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FIG. 12. (Color online) Density profiles at four different mo-
ments during the simulated hydrodynamic expansion of Al under
the action of SP, OP, LP, and DP laser pulses. The observed plateau
at quasiliquid density corresponds to a confined liquid phase. The
incident fluence is 5.8 J/cm?.

instabilities to the nanoparticles generation in our case, the
results of the hydrodynamic simulations described above are
used to compute the material density profile p(z) close to the
solid surface at different moments after the laser impact (500
ps, 1, 5, and 10 ns) for the four temporal distributions of
energy deposition (SP, OP, DP, and LP). The results are re-
ported in Fig. 12. The position z=0 corresponds to the solid
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surface (bulk for z<<0). The profile induced with the SP at
500 ps shows a plateau at liquid density separated from the
surface by a thin gaseous area. This plateau survives until 10
ns and is moving away of the surface (at ~200 m/s). The
temporal distribution LP generates a plateau resembling pat-
tern, with less distinct separation from the unablated matter.
The latter is suppressed after several nanosecond and recon-
densation at solid density occurs. The OP and DP exposures
do not lead to the formation of a plateau at liquid density, we
only observe a continuous decreasing from solid to low den-
sity.

Moreover, the simulation results can be used to calculate
the droplets radii described by the Egs. (6) and (7). In our
conditions, the lifetime of the quasiliquid-density plateau can
be estimated between 1 and 10 ns. Then we choose to evalu-
ate the droplets sizes associated to the ejection and decom-
position of the plateau in the case of SP irradiation sequence
at =10 ns after laser exposure. The numerical computation
results allows to estimate the different parameters involved:
the plateau thickness 4,=25 nm, the pressure between the
gap and the plateau P;=3.13 MPa and the velocity gradient
in the gap (dv/dz)=1.6X10° s~'. The density of liquid alu-
minum is taken as p=2500 kg m~>. The surface tension is
calculated through the following equation®” o=oy+a(T
~T,,) with 0,=0.83 Nm™! the surface tension of the equilib-
rium liquid, a=-1.34 X 107* N m™ K~! a phenomenologi-
cal constant and 7, the melting temperature of Al. The simu-
lated temperatures in the plateau and in the gap at 10 ns after
laser irradiation are 3900 K and 3800 K, respectively. We
obtain liquid surface tensions of 0.46 Nm~™! in the plateau
and 0.47 Nm™! in the gap that intervene in estimating the
radii. The mean radius of droplets formed consequently to
the plateau decomposition is r,~ 140 nm while the maxi-
mum radius of particulates formed in the gap is r,
~ 100 nm. These values are in good agreement with the ex-
perimental findings presented in Fig. 11, being at the middle
of the distributions.

Several effects induced by the temporal shaping of laser
pulses with the optimal sequences (OP, LP, and DP) can be
now correlated. The experimentally observed nanoparticles
density is reduced without a change in the relative abun-
dance. The phase explosion efficiency is progressively de-
creased in the favor of hot material decomposition that ac-
centuates the efficiency of the transition to gas phase. The
computed evolving liquid-density plateau is progressively
suppressed. These observations suggest that the decomposi-
tion following the instability of the ejected liquid shell plays
a major role in the formation of nanoparticles of radii
<200 nm induced by femtosecond laser ablation in our en-
ergetic conditions.

VI. CONCLUSION

In conclusion, we have shown the possibility to influence
and optimize the optical emission of the different atomic
species in the ablation plume from ultrafast laser irradiated
Al targets. An adaptive procedure based on the spectroscopic
analysis of the plasma luminescence was used to lock up the
temporal shapes for laser pulses which determine specific
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emission signals of the plume. The enhancement of the ionic
(Al-IT) emission with respect to the neutral (Al-I) signal is
achieved through a suited temporal tailoring of the laser
pulses on picosecond scales. The influence of this optimized
temporal distribution on optical plasma emission is com-
pared to simpler shapes corresponding to stretched and
double pulses in order to provide insights into the optimiza-
tion processes. While the femtosecond unshaped pulse leads
to a weak ionization level, the optimized, double, and long
pulses (LPs) generate a larger amount of Al-II ions in the
leading part of the plume following a strong temperature
gradient at the front. Consequence of a higher and more con-
fined energy coupling, this is achieved through an optimal
surface pre-excitation by the leading part of the laser pulse
which enhances the absorption of the trailing part. The en-
ergy threshold to establish an efficient preparation of the su-
perficial layers is determined. The optimization effect starts
with the onset of optical modification and is maximum close
to the visible macroscopic ablation threshold. As the energy
is coupled in the evolving material, this leads as a side con-
sequence to a lower ablation rates for the temporally shaped
pulses than those induced by the femtosecond pulse.

Thin films were elaborated in order to study the influence
of temporal shaping of laser pulses on the PLD processes.
The efficiency of nanoparticles generation appears to be also
controllable through the temporal shapes of the laser pulses.
The femtosecond unshaped pulses leads to a high density of
nanoparticles at the deposition surface. The use of the opti-
mized, double, or stretched pulses allows to reduce the nano-
particles production by balancing the thermomechanical en-
ergy content.

Numerical simulations were performed to support the in-
terpretation. The theoretical results allow to explain the in-
fluence of the laser pulses temporal shape on optical plasma
emission in terms of modifications of the spatial temperature
and density profiles in the plasma. Moreover, the efficiency
of the nanoparticles generation can be correlated with the
ejection of nanosized liquid layers. This liquid layer could
lead to nanoparticules formation through its decomposition
following a Rayleigh-Taylor instability or surface-tension
phenomena.

The reported influence of the temporal shaping of femto-
second laser pulses on the optical plasma emission and on
nanoparticles generation implies a direct modification of the
ablation mechanisms. Our study suggests that the temporal
shaping of initially ultrafast laser pulses allows to control the
balance between the different relaxation paths of the incident
energy. In particular, the femtosecond laser pulse induces an
ablation dominated by homogeneous nucleation processes in
the liquid phase. The optimal tailoring of the laser pulses
allows to reduce the weight of the phase explosion process
and to enhance the mechanisms related to the atomization of
the supercritical fluid inducing a more efficient transition to
the gas phase. Through the temporal pulse shape the balance
between the two mechanisms can be regulated.

The influence, reported in this paper, of the femtosecond
laser pulses temporal tailoring on the relaxation paths fol-
lowed by the excited matter opens a range of perspectives, in
particular, in the field of PLD or LIBS applications where the
control of ablated materials characteristics is of prime inter-
est.
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