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Following the Dirac-Frenkel time-dependent variational principle, dynamics of a one-dimensional Holstein
polaron is probed by employing the Davydov D2 ansatz with two sets of variational parameters, one for each
constituting particle in the exciton-phonon system, and a simplified variant of the Davydov D1 ansatz, also

known as the D̃ ansatz, with an additional set of phonon displacement parameters. A close examination of
variational outputs from the two trial states reveals fine details of the polaron structure and intricacies of
dynamic exciton-phonon interactions. Superradiance coherence sizes, speeds of exciton-induced phonon wave
packets, linear optical absorption, and polaron energy compositions are also included in the study.
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I. INTRODUCTION

An electron in an insulating crystal induces a local lattice
distortion around itself as it is excited by a photon. The elec-
tron together with the locally distorted lattice around it can
be viewed as a quasiparticle which is also known as a po-
laron. Relaxation dynamics of photoexcited entities such as
polarons in liquids and solids has recently received much
interest thanks to the advent of the ultrafast laser
spectroscopy.1–3 It is now commonly accepted that dephasing
and relaxation time scales in condensed matter are approxi-
mately picoseconds to tens of picoseconds. Emerging tech-
nological capabilities to control femtosecond pulse durations
and down-to-one-hertz bandwidth resolutions provide novel
probes on vibrational dynamics and excitation relaxation.
For example, progress in femtosecond spectroscopic tech-
niques has made it possible to observe a coherent phonon
wave packet oscillating along an adiabatic potential surface
associated with a self-trapped exciton in a crystal with strong
exciton-phonon interactions.4

Ultrafast events occur on femtosecond to picosecond time
scales, and studies of ultrafast relaxation dynamics are a stra-
tegic research domain from both fundamental and techno-
logical points of view. It is the aim of an ultrafast optical
experiment to provide information on the details of temporal
evolution on a femtosecond scale, which, in turn, offers in-
sights into fundamental processes governing the dynamics.
Developments in ultrafast laser physics and technologies
now allow studies of nonequilibrium carrier/exciton dynam-
ics that is previously inaccessible to traditional linear optical
spectroscopy. However, theoretical studies of polaron dy-
namics have not received much-deserved attention due to
inherent difficulties in obtaining reliable solutions. Previ-
ously, a time-dependent form of the Merrifield-type polaron
wave function with zero crystal momentum has been em-
ployed to yield an approximative solution to the Schrödinger
equation that governs the ultrafast relaxation process of a
one-dimensional molecular chain.5–8 Results show that tem-
poral changes in the exciton coherence size and related en-
ergy relaxation strongly depend on the exciton transfer inte-
gral, the exciton-phonon coupling strength, and the phonon
bandwidth. The applicability of the Merrifield wave function,
however, is restricted to the narrow-band regime where the

electronic coupling between neighboring molecules is suffi-
ciently weak leaving the electron-phonon coupling at a
dominant role. In addition, in the presence of off-diagonal
electron-phonon interactions, the Merrifield ansatz is shown
to fail.9

Beyond the Merrifield ansatz, there exist several trial
wave functions of increasing sophistication to describe the
polaron state in a translationally invariant manner such as the
Toyozawa ansatz,10 the global-local �GL� ansatz formulated
by Zhao and co-workers in the early 1990s,11,12 and a delo-
calized form of the Davydov D1 ansatz that has been con-
structed very recently.13 By using these ansätze, we have
previously investigated the ground-state polaron energy band
and the self-trapping phenomenon of a static Holstein po-
laron. Far superior results have been obtained compared with
the Merrifield ansatz.9,12,14 Closely related to those polaron
trial states are the Davydov ansätze which originated from
the theory of “Davydov soliton.” Seeking to explain storage
and transport of biological energy in protein structures,
Davydov proposed in 1973 that quantum units of peptide
vibrational energy might become “self-localized” through in-
teractions with lattice phonons.15,16 Following his sugges-
tion, many related studies have been carried out on the Davy-
dov soliton, an essentially one-dimensional object that
maintains dynamic integrity by balancing the effects of non-
linearity against those of dispersion. The original Davydov
ansätze include two forms of varying sophistication, namely,
the D1 �Refs. 17–23� and D2 ansätze, with the latter being a
special case of the former.

In this work, we employ the Davydov D2 ansatz and a
localized form factor of the GL ansatz, previously known as

the D̃ ansatz, to study time evolution of the Holstein polaron
following the Dirac-Frenkel time-dependent variational
approach.24 Time-dependent variational parameters which
specify the two ansätze are obtained from solving a set of
coupled differential equations generated by the Lagrangian
formalism of the Dirac-Frenkel variation. Special attention is
paid to the evolution of the reduced single-exciton density
matrix and the propagation of exciton and phonon ampli-
tudes from an initial location, where the exciton resides at
t=0, to the entire aggregate.

The paper is organized as follows. In Sec. II, we introduce
the model Hamiltonian and discuss the nature of the trial
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states we use for dynamics studies, which is followed by the
procedure of the time-dependent variation. In Sec. III, results
from our dynamics calculation using the two trial states are
displayed and discussed. Conclusions are drawn in Sec. IV.

II. METHODOLOGY

We consider a one-dimensional aggregate of N molecules
with a periodic boundary condition. There is only one two-
level electronic system for each molecule coupled linearly
with the phonon field. The Holstein Hamiltonian for the
exciton-phonon system can be written as25–27

Ĥ = Ĥex + Ĥex-ph + Ĥph �1�

with

Ĥex = − J�
n

B̂n
†�B̂n+1 + B̂n−1� , �2�

Ĥph = �
q

�qb̂q
†b̂q, �3�

Ĥex-ph = �
q,n=1

N

gq�qB̂n
†B̂n�b̂qeiqn + b̂q

†e−iqn� . �4�

Here Ĥex is the Hamiltonian for a single Frenkel exciton

band in a rigid chain and B̂n�B̂n
†� is the Pauli annihilation

�creation� operator of an exciton at the nth site. We set �
=1 and assume the nearest-neighbor exciton transfer integral

Jmn=J�m,n�1. Ĥph is the phonon Hamiltonian where b̂q�b̂q
†� is

the boson annihilation �creation� operator of a phonon with
momentum q and frequency �q. For simplicity, the zero-

point energy is neglected. Ĥex-ph assumes the exciton is
coupled linearly with the phonon field in a site diagonal
form.

Because there is no exciton in the ground state, the
Hamiltonian for the ground state is represented by

Ĥg = �0�exĤphex�0� , �5�

where �0�ex stands for the exciton vacuum. The global ground
state is then described as a direct product of both vacuum
states of the exciton and the phonon field: �G�= �0�ex�0�ph. We
confine ourselves to one-exciton subspace for the optically
excited state28 since the exciton number is conserved in the
total Hamiltonian in Eq. �1�.

The spectral density29 embodying all relevant information
of the coupled exciton-phonon system in Eq. �4� can be writ-
ten as

Cmn��� �
1

2�
�

−�

�

�V̂m�t�V̂n�0��phe
i�tdt , �6�

where V̂n�t� is a Heisenberg representation of the exciton-
phonon interaction at the nth site,

V̂n = �
q

gq�qeiqn�b̂q + b̂−q
† � �7�

and the �¯ �ph denotes the thermal average in the free-
phonon basis. Note that Cmn��� represents not only the time
correlation but also the spatial correlation for the exciton-
phonon interactions.29 Here only the case of zero tempera-
ture is considered. Substituting Eq. �7� into Eq. �6�, one has

Cmn��� = �
q

gq
2�q

2eiq�m−n���� − �q� . �8�

Following Tanaka,8 the spectral density is assumed to have
the form

C00��� = �
q

gq
2�q

2��� − �q�=
2S�2

�W2
	W2 − �� − �0�2. �9�

The relaxation energy is defined by

Er � �
−�

� C00���
�

d� = �
q

gq
2�q � S�0, �10�

where S is the Huang-Rhys factor,30 �0 is the central energy
of the phonon band, and W is the phonon energy bandwidth.
Here we assume a linear dispersion phonon band with a lin-
ear dispersion,

�q = �0 + 2W
 �q�
�

−
1

2
� . �11�

The central frequency of the phonon band �0 is taken as the
energy unit, i.e., �0=1. From Eqs. �9�–�11�, we can obtain gq
for a given S and W.

The Merrifield ansatz, also known as the small-polaron
ansatz,5,6 is a simple, effective trial state to describe a
coupled exciton-phonon system in which the exciton transfer
integral is small compared with other system energy scales.
There is only one set of variational parameters, the phonon
displacements �n

K�t�, or alternatively, its Fourier transform
�q

K�t�, that characterizes the Merrifield trial state ��M;K� of
crystal momentum K,

��M;K� = N−1/2�
n

eiKn�n�ex

	exp�− �
nb

��nb−n
K b̂nb

† − �nb−n
K� b̂nb

�
�0�ph

=N−1/2�
n

eiKn�n�ex

	exp�− �
q

��q
Ke−iqnb̂q

† − �q
K�eiqnb̂q�
�0�ph.

�12�

In contrast, Davydov built a theory of enveloped solitons
based on the two trial states of localized nature,

�D1�t�� � �
n


n�t�B̂n
†�0�ex � ��n�t�� �13�

with
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��n�t�� � exp��
q

��qn�t�b̂q
† − �qn

� �t�b̂q���0�ph �14�

and

�D2�t�� � �
n


n�t�B̂n
†�0�ex � ���t�� �15�

with

���t�� � exp��
q

��q�t�b̂q
† − �q

��t�b̂q���0�ph. �16�

The D1 ansatz differs from the more widely used D2 ansatz.
In the D2 ansatz, the phonon amplitudes are exciton-site in-
dependent, i.e., �qn�t�=�q�t� for all n. The D2 ansatz repre-
sents the quantum state of each phonon mode by a single
coherent state, and hence has at all times a strongly classical
character. In such solutions, the typically pulse-shaped dis-
tribution of the amplitudes �q describes a lattice deformation
fixed in the frame of the lattice, to which conforms a corre-
spondingly pulse-shaped distribution of exciton amplitudes

n.

Since the description of phonons in the D2 ansatz is un-
sophisticated, direct correlations between the amplitudes of
phonons and exciton are neglected. In many cases, the D2
ansatz is inadequate to capture the complexities of the

exciton-phonon system. Therefore, we introduce the D̃ an-
satz, i.e., the localized form factor of the GL ansatz,

�D̃�t�� = �
n1


n1
�t�B̂n

† exp��
n2

��n2
− �n2−n1

�b̂n2

†

− ��n2

� − �n2−n1

� �b̂n2
�0�

=�
n


n�t�B̂n
† exp�N−1/2�

q

��qe−iqn − �q�b̂q
†

− ��q
�eiqn − �q

��b̂q
�0� . �17�

The global amplitude �q can be related to the spatial average
of �qn, and the local amplitude �qe−iqn can be viewed as an
ansatz for the spatial variation in �qn around this mean value.

The time evolution of the photoexcited state in a one-
dimensional molecular aggregate follows the time-dependent
Schrödinger equation. As far as the exciton-phonon coupling
is weak, it can be treated perturbatively leading to a nonlin-
ear exciton equation with the use of the relaxation superop-
erator. In the strong coupling case, however, the perturbative
method is no longer valid. There are several approaches to
solve the time-dependent Schrödinger equation. In the Hil-
bert space, the time-dependent wave function ���t�� for the

Hamiltonian Ĥ is parameterized by 
m�t� �m=1, . . . ,M�,

���t�� � ��
m�t��� . �18�

Assume that ���t�� satisfies the time-dependent Schrödinger
equation,

i
�

�t
���t�� = Ĥ���t�� . �19�

Explicitly putting in the Hamiltonian Ĥ of Eq. �1� and writ-
ing ����t�� /�t in terms of 
m�t� and their time derivatives

̇m�t� �m=1, . . . ,M�, one has

i
�

�t
��
m�t��� = Ĥ��
m�t��� , �20�

Projecting Eq. �20� onto M different states ��m� �m
=1, . . . ,M�, one obtains M equations of motion for the pa-
rameters 
m�t�,

��m��
m�t��,�
̇m�t��� = 0. �21�

The approach we adopt in this work is the Lagrangian
formalism of the Dirac-Frenkel time-dependent variational
method,31 a powerful technique to obtain approximate dy-
namics of many-body quantum systems for which exact so-
lutions often elude researchers. We formulate the Lagrangian
L as follows:

L = ���t��
i�

2

�I

�t
− Ĥ���t�� . �22�

From this Lagrangian, equations of motion for 
m�t� and
their time derivatives 
̇m�t� �m=1, . . . ,M� can then be ob-
tained as

d

dt
 �L

�
m
�̇ � −

�L

�
m
� = 0. �23�

It can be shown that with a properly chosen set of ��m�, Eqs.
�21� and �23� can coincide. The reader is referred to Appen-
dices A and C where details of derivation together with these

M equations for D2, D̃, and D1 ansätze are given, respec-
tively. Descriptions of the numerical procedure can be found
in Appendix D.

III. RESULTS AND DISCUSSIONS

A. Reduced exciton density matrix and coherence size

The reduced single-exciton density matrix �mn�t� can be
obtained after solving the coupled equations of variational
parameters,

�mn�t� = Tr���t�B̂m
† B̂n� , �24�

where ��t�= ���t�����t�� is the full density matrix at zero
temperature, and ���t�� is the total polaron wave function at
time t after the photoexcitation takes place. Substituting the
detailed form of the D2 ansatz into the polaron wave func-
tion, one obtains

�mn = �D2�B̂m
† B̂n�D2� = 
m

� �t�
n�t� . �25�

For the D2 ansatz, the reduced exciton density matrix in-
volves only the exciton amplitude, and does not contain in-
formation of the phonon manifold. In contrast, the more so-

phisticated trial state, the D̃ ansatz, includes the Debye-
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Waller factor Sn,m in the expression of the reduced exciton
density matrix,

�mn = �D̃�B̂m
† B̂n�D̃� = �m

� �t��n�t�Sm,n, �26�

where Sn,m can be written as

Sn,m = exp�−
1

2
N−1�

q

��qe−iqn − �q�2

	exp�N−1�

q

��q
�eiqn − �q

����qe−iqm − �q�

	exp�− 1/2N−1�

q

��qe−iqm − �q�2
 . �27�

Using the Merrifield ansatz,8 when J=0, solutions to
coupled equations of variational parameters can be obtained
analytically for zero-phonon bandwidth �W=0�. It is found
that L�=1 /N for all t=2�n /�0 �n=1,2 ,3 , . . .�. Periodic
changes in the polaron structure as a function of time have
also been revealed when J and W are both small. At �0t
=7�, 8�, 9�, and 10�, the reduced exciton density matrix

�mn calculated from the D̃ ansatz for the case of J=0.1, W
=0.1, and S=0.5 is displayed in Fig. 1. At t=0, �mn is con-
fined to the �0,0� point, i.e., the exciton is localized at one
site of the one-dimensional system. Then, as the excited state
relaxes, the nonzero elements of �mn spread out gradually.
Oscillatory behavior is visible during the evolution of the
density matrix as both the J and W are small, and as a result,
dephasing due to phonon dispersion and exciton transfer is at
a minimal level. When t equals to 2n� /�0, the matrix is
rather delocalized and have a symmetric distribution, and at
t= �2n+1�� /�0, matrix elements aggregate along the diago-
nal line.

When J is increased, the oscillatory behavior of the den-
sity matrix gradually fades as the exciton density delocaliza-

tion happens more swiftly. From the reduced exciton density
matrix, one can obtain an exciton coherence size L� �Refs.
32–34� characterizing the size of a domain within which the
chromophores emit coherently. All information relevant to
the excitonic superradiance is contained within the reduced
exciton density matrix �mn�t�, the time dependence of which
provides a clear view of the relaxation process. Previously,
for translationally invariant states, a definition of the charac-
teristic coherence size L� in terms of the density matrix was
introduced by applying the inverse participation ratio con-
cept commonly used in the theory of quantum localization,

L� � �L0�
mn

��mn�2
−1���
mn

��mn��2
 . �28�

This definition of the coherence size is borrowed to quantify
the excitonic delocalization despite that our trial states are
both of the localized form. Values of L� calculated from the

D2 and D̃ trial states for the case of J=0.1, W=0.1, and S
=0.5 are shown in Fig. 2 as a function of time. At t=0, the
coherence size is 1/32 because the exciton is localized to one
site completely. Then coherence size will increase in an os-
cillatory fashion. When t equals 2n� /�0, the coherence size
will reach a local maximum and then decrease until t equals
�2n+1�� /�0. This is consistent with the time evolution of
the reduced exciton density matrix.

B. Exciton amplitudes and phonon displacements of
the D2 ansatz

At variance with the single-parameter Merrifield ansatz,
the localized D2 trial state employs two sets of variational
parameters for independent descriptions of the two types of
constituting particles in the coupled exciton-phonon system.
By studying the outputs of time-dependent variational pa-
rameters, namely, the exciton amplitude 
n�t� and phonon
displacement �n�t�, one is able to probe the polaron dynam-
ics which follows photoexcitation at a single site of a one-
dimensional molecular chain. At t=0, it is assumed that the
exciton is generated on one site and there are no initial pho-
non displacements on the chain. Thanks to the exciton trans-
fer integral and the exciton-phonon coupling in the Holstein
Hamiltonian, one witnesses the spreading of the exciton am-

( )a ( )b

( )c ( )d

FIG. 1. �Color online� The reduced exciton density matrix �mn

calculated from the D̃ ansatz for �a� t=7� /�0; �b� t=8� /�0; �c� t
=9� /�0; �d� t=10� /�0. The control parameters are J=0.1, W
=0.1, and S=0.5.

FIG. 2. �Color online� The superradiance coherence size of the

polaron L� for J=0.1, W=0.1, and S=0.5 calculated from the D̃
�solid� and D2 �dashed� ansätze.
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plitude and the growth of phonon deformations around the
initial exciton site. Here we use three examples to illustrate
the time evolution of the exciton amplitude and the phonon
displacement of the D2 ansatz in the site space. As shown in
Figs. 3–5 for three sets of �J ,W�, �0.5,0.8�, �0.5,0.1�, and
�1.0,0.8�, respectively, the exciton amplitude propagates
from the initial site n=0 to the entire chain with a speed that
is proportional to the transfer integral J. The Huang-Rhys
factor S is set at 0.5. In Figs. 3 and 4 �J=0.5�, the first
traveling wave of the exciton amplitude reaches the opposite
end of the ring �n=16� at t�2.6�2� /�0� while in Fig. 5 �J
=1.0�, the exciton amplitude reaches the n=16 site at t
�1.3�2� /�0�. This is because the propagation speed of the
exciton, or equivalently, �Eex�k� /�k with Eex�k� the bare ex-
citon band, is proportional to the exciton transfer integral J
according to Eq. �2�. The effect of phonon dispersion on the
exciton is reflected in the differing degree of phonon-induced
dissipation in Figs. 3�b� and 4�b�. Exciton wave packets in

Fig. 4�b� survive much longer than those in Fig. 3�b� thanks
to a much smaller phonon bandwidth.

At t=0, there are no phonon deformations anywhere on
the one-dimensional ring. Due to photoexcitation at t=0, a
high concentration of the exciton density at a single location,
appears in the vicinity of n=0 for a short time duration near
t=0 �the red-colored spot near the point �0,0� in Figs. 3�b�,
4�b�, and 5�b��, triggering a pair of localized phonon wave
packets which travel at group velocities �vq with

vq = �q�q =
2W

�
. �29�

As shown in Figs. 3�c�, 4�c�, and 5�c�, the angle between the
two trajectories of phonon wave packets departing from
point �0,0� but with opposite velocities in Figs. 3�c� and 5�c�
�W=0.8� is about eight times of that in Fig. 4�c� �W=0.1�.
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FIG. 3. �Color online� Time evolution of variation parameters of
the D2 ansatz for J=0.5, W=0.8, and S=0.5. �a� A bird’s-eye view
of the exciton probability �
n�t��2 in real space; �b� a contour plot of
�
n�t��2; �c� a contour plot of the phonon displacement ��n�t�� in real
space.
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FIG. 4. �Color online� Time evolution of variation parameters of
the D2 ansatz for J=0.5, W=0.1, and S=0.5. �a� A bird’s-eye view
of the exciton probability �
n�t��2 in real space; �b� a contour plot of
�
n�t��2; �c� a contour plot of the phonon displacement ��n�t�� in real
space.
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For a larger value of transfer integral, e.g., J=1.0 in Fig.
5, the left-moving and right-moving wave packets of the ex-
citon depart the site of creation and makes a quick rendez-
vous at the opposite site of the ring �n=16�, where the re-
combined exciton density remains sufficiently high to trigger
another pair of localized phonon wave packets as is clearly
demonstrated in Figs. 5�b� and 5�c�. The exciton will travel
at a much reduced speed after the rendezvous at n=16, and
further stimulations of phonon wave packets are all but im-
possible for J=1.0.

C. Vibrational amplitude of exciton and phonon

using D̃ ansatz

In Figs. 6–8, time evolution of the variational parameters

�
n�t��2, ��n�t��, and ��n�t�� is displayed for the D̃ ansatz.
When J and W are both small, the phonons are mostly local-

ized in the vicinity of the site where the exciton is initially
created. The first set of phonon displacements, ��n�t��, will
extend slightly to the neighboring sites as the time increases
because of a nonzero J and a finite phonon dispersion �Fig.
7�a��. But as shown in Fig. 8�a�, there is almost no spreading
of �n�t�, suggesting that this portion of phonon displace-
ments closely follows the exciton and appears almost en-
tirely on the site of exciton creation. Figure 8�a� also reveals
oscillatory behavior of ��n�t��: when t equals �2n+1�� /�0,
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FIG. 5. �Color online� Time evolution of variation parameters of
the D2 ansatz for J=1.0, W=0.8, and S=0.5. �a� A bird’s-eye view
of the exciton probability �
n�t��2 in real space; �b� a contour plot of
�
n�t��2; �c� a contour plot of the phonon displacement ��n�t�� in real
space.
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FIG. 6. �Color online� Time evolution of the exciton probability

�
n�t��2 in real space using D̃ ansatz. The unit of time is 1 /�0. �a�
J=0.1, W=0.1, S=0.5; �b� J=0.5, W=0.8, S=0.5; �c� J
=0.5, W=0.1, S=0.5; �d� J=1.0, W=0.8, S=0.5; �e� J
=1.0, W=0.8, S=2.0.
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��n�t�� reaches its maximum value; and when t equals
2n� /�0, the amplitude is at its minimum. Because the trans-
fer integral J is nearly zero, the exciton stays very close to
the site of creation. From Fig. 6�a�, it is obvious that the
exciton stays localized on one site with hardly any propaga-
tion for a small value of transfer integral J=0.1. In this case,
it seems that oscillations of phonon amplitudes also influence
the movement of the exciton. The propagation of the exciton

from the n=0 site to its nearest neighbors occurs only at t
=2n� /�0 when the phonon amplitude reaches a minimum
value. Otherwise, because of the coupling with the phonons,
the exciton will be trapped and unable to transfer to other
sites.

As J is increased, the exciton will have the ability to move
away from the site of creation. As shown in Figs. 6�b� and
6�d�, the larger J is, the faster the exciton transfers. Although

( )a

( )b

( )c

( )d

( )e

FIG. 7. �Color online� Time evolution of the phonon displace-

ments ��n�t�� of the D̃ ansatz in real space. The unit of time is 1 /�0.
�a� J=0.1, W=0.1, S=0.5; �b� J=0.5, W=0.8, S=0.5; �c� J
=0.5, W=0.1, S=0.5; �d� J=1.0, W=0.8, S=0.5; �e� J
=1.0, W=0.8, S=2.0.

( )a

( )b

( )c

( )d

( )e

FIG. 8. �Color online� Time evolution of the phonon vibrational

amplitude ��n�t�� in real space using D̃ ansatz. The unit of time is
1 /�0. �a� J=0.1, W=0.1, S=0.5; �b� J=0.5, W=0.8, S=0.5; �c�
J=0.5, W=0.1, S=0.5; �d� J=1.0, W=0.8, S=0.5; �e� J
=1.0, W=0.8, S=2.0.
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J has no direct influence over the phonon displacements, a
large J induces more excitonic coherence between adjacent
sites, and in turn, causes more phonon deformations on those
sites �cf. Fig. 7�. The propagation of the localized phonon
wave packets related to �n�t� becomes faster J is increased
from 0.5 to 1.0 as shown in Fig. 8.

As for the D̃ ansatz, an increase in the width of the pho-
non dispersion W will substantially deepen the phonon dis-
sipative effect on the exciton amplitude 
n�t�, and as a result
the exciton coherence quickly vanishes from the case of W
=0.8. �cf. Figs. 6�b� and 6�c��. W is also one main factor
which determines the velocity of the phonon wave packets
for both types of phonon displacements �n�t� and �n�t�. Fig-
ure 7�c� shows that when W is small, most of �n�t� will be
localized on the n=0 site. As the phonon bandwidth in-
creases, �n�t� will form two traveling wave packets with op-
posite directions and propagate to the entire chain as shown
in Fig. 7�b�.

The dynamics of �n�t� is more complex. As shown in
Figs. 7�b� and 7�c�, the phonon displacements described by
parameter �n�t� propagate from the n=0 site to the rest of the
aggregate. But the same is not true for �n�t�. Most of �n�t�
will stay localized on the site of exciton creation but we can
also find a small portion of �n�t� propagating to the entire
molecular chain as we increase W �cf. Figs. 8�b� and 8�c��.
From the definition of the D̃ ansatz, Eq. �17�, �n�t� represents
the portion of phonon displacements that ride along the ex-
citon while �n�t� labels the phonon displacements that are
not explicitly linked to the exciton. We therefore expect that
the propagation speeds of the localized phonon wave packets
from the two types of phonon displacements �n�t� and �n�t�
are different. But both of them depend on the W linearly, and
the slopes are found to be the same, as shown in Fig. 9.

Lastly, we examine the effect of the Huang-Rhys factor S
which is a dimensionless parameter representing the exciton-
phonon coupling strength. S can be obtained directly from
absorption and fluorescence spectra, as it controls the vibra-
tional progression that accompanies an exciton transition.
Comparing Fig. 6�d� with Fig. 6�e�, the exciton is found to
be much less mobile as S is increased from 0.5 to 2.0, un-
dergoing the so-called self-trapping transition.

D. Absorption spectra and system energies

Details on how to calculate linear absorption spectra of a

one-dimensional exciton-phonon system from the D2 and D̃
ansätze can be found in Appendix E. Figures 10�a� and 10�b�
show two examples of the spectra get by D2 ansatz and D̃
ansatz, respectively, and the results are compared with those
from the Merrifield ansatz. As shown in Fig. 10�a�, when J is
small �e.g., J=0.1� and S is large �e.g., S=6.0�, the spectra
obtained by the D2 and Merrifield ansätze are almost the
same. The phonon sidebands in Fig. 10�a� are labeled by n
=0,1 ,2 , . . . from left to right. The left most sideband, n=0,
corresponding to the zero-phonon line, is located at �=
−S�0 �Eq. �10��. For S=6.0, the zero-phonon line is located
at �=−6�0 as shown in Fig. 10�a�. According to the Huang-
Rhys theory,30 the phonon sidebands at zero temperature fol-
low a Poisson distribution,

F̃abs��� = exp�− S��
n=0

�
Sn

n!
��� + Er − n�0� . �30�

From Eq. �30�, the tallest of phonon sidebands should be the
n=S−1 peak when S�1 and the overall distribution ap-
proaches a Gaussian. Thus, for S=6.0, the tallest peak is at
n=5 as shown in Fig. 10�a�.

W

v

FIG. 9. �Color online� Speeds of localized phonon wave packets
as a function of the half width of the phonon dispersion W for the
two sets of phonon displacements �n�t� �in black� and �n�t� �in red
marked with circles�. J=0.5, S=0.5.
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FIG. 10. �Color online� Linear absorption spectra of a 32-site
one-dimensional ring of a coupled exciton-phonon system. �a� Us-
ing the D2 and Merrifield ansätze for J=0.1, W=0.1, and S=6.0.
The decay factor used in the Fourier transformation is 0.01. �b�
Using the D̃ and Merrifield ansätze for J=0.4, W=0.8, and S=1.0.
The decay factor used in the Fourier transformation is 0.05.
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Figure 10�b� displays the absorption spectrum calculated
from the D̃ and Merrifield ansätze for J=0.4, W=0.8, and
S=1.0. There are fine features with tiny peaks on the one-
phonon manifold on the right side of the zero-phonon line.
These small peaks are attributed to the 32 phonon modes
with momenta q=2�nq /N�N=32; nq=−15,
−14, . . . ,14,15,16�. As in this paper we assume a linear pho-
non dispersion as defined in Eq. �11�, there are altogether 17
values of �q for N=32. Each value of �q should correspond
to a small peak on the spectrum if the coupling gq �Eq. �7�� is
not too small, and from Eq. �11�, one can obtain the locations
of the small peaks �sp�nq��nq=0,1 , . . . ,N /2�,

�sp�nq� = �ZPL + �0 − W +
4W

N
nq, �31�

where �ZPL is the location of the zero-phonon line. For W
=0.8�0 and N=32, �sp�nq�=�ZPL+ �0.2+0.1�nq��0 as
shown in the inset of Fig. 10�b�.

Lastly, four cases of system energies calculated from the
D2 and D̃ ansätze are shown in Fig. 11 and compared with
those from the Merrifield ansatz. Since the Hamiltonian de-
fined in Eq. �1� is time independent, the total energy of the
system is expected to be a constant during the time evolu-
tion. At t=0, an exciton is assumed localized at one site and
there are no phonons on the entire ring. As shown in Fig. 11,
the phonon energy Eph rises from zero and oscillates as time
goes on. In the meantime, the interaction energy between the
exciton and phonons, Eex-ph, oscillates with almost the same
amplitude but an opposite sign and the total energy Etot of the
system stays as a constant at all times. As shown in Figs.
11�a� and 11�b�, the D2 ansatz and Merrifield ansatz agree
with each other when J is small and S is large. However,
when J is large �e.g., J=1.0� and S is small �e.g., S=0.5�,
these two ansätze no longer agree. For this case, the Merri-
field ansatz, which is translationally invariant �a Bloch wave
function� but with a built-in small-polaron correlation, is not
suitable to describe the dynamics. As shown in Figs. 11�c�
and 11�d�, the total system energy Etot vanishes during the

time evolution of the D̃ ansatz. While in the Merrifield an-
satz, Etot remains at a constant value −2 that is equal to the
initial value of Eex. This is because in the Merrifield ansatz,
the exciton amplitude is assumed to distribute uniformly
over all the sites of the system, thus according to Eq. �2�, Eex
has a negative value when J is not negligible. However, for
an initial state in which the exciton is localized at one site,
according to Eq. �2�, Eex should be zero at t=0 as shown in

Figs. 11�c� and 11�d� for the D̃ ansatz. This shows that the D̃
ansatz is a more flexible trial state than the Merrifield ansatz.

Lastly, we give a brief discussion on the validity of the
Davydov ansätze. A Davydov ansatz is an approximative so-
lution to the Schrödinger equation with the Holstein Hamil-
tonian. For a trial wave function �D�t�� that does not strictly
obey the Schrödinger equation, the deviation vector ���t��
can be written as

���t�� � i�
�

�t
�D�t�� − Ĥ�D�t�� . �32�

Here Ĥ is the Holstein Hamiltonian Eq. �1�. For the Davydov
D1 ansatz, the explicit form of ���t�� �Ref. 17� was given by

Škrinjar et al. in 1988. It was also proven that ���t�� is or-
thogonal to �D1�t��. However, such orthogonality relations
are insufficient to conclude that the deviation vector ���t�� is
negligible, and the trial state is a good approximation to the
true solution of Schrödinger equation. To have a quantitative
measure of the Schrödinger-equation deviation, one needs to
calculate the amplitude of the deviation vector ���t��, which
is defined as ��t�,

��t� � 	���t����t�� . �33�

An explicit expression for ��t� as the D2 ansatz is substituted
into the Schrödinger equation is derived in Appendix F.

Note that the dimension of ��t� is that of the energy.
Therefore, one can gauge whether the trial state is a good
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FIG. 11. �Color online� System energies calculated from the D2

and D̃ ansätze. The results are compared with those of the Merri-
field ansatz. �a� J=0.1, W=0.1, S=4.0; �b� J=0.1, W=0.8, S
=4.0; �c� J=1.0, W=0.1, S=0.5; �d� J=1.0, W=0.8, S=0.5.
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approximative solution by comparing ��t� with the system
energies. Two examples of such comparisons for the D2 an-
satz are shown in Figs. 12�a� and 12�b�. The control param-
eters in Figs. 12�a� and 12�b� are the same as those in Figs.
11�a� and 11�b�, respectively. For both two cases, the main
system energies are Eph and Eex-ph, and ��t� is found to be
negligible to either Eph or Eex-ph. We conclude that the D2
ansatz yields quantitatively accurate solutions to the
Schrödinger equation for these two cases.

IV. CONCLUSION

In this paper, we simulate polaronic dynamics in a one-
dimensional molecular chain following the Dirac-Frenkel
time-dependent variational approach. After the optical exci-
tation, the coupled exciton-phonon system will undergo a
relaxation process from the initial photoinduced nonequilib-
rium. Based on the Holstein Hamiltonian, we examined time
evolution of the exciton amplitude, the reduced exciton den-
sity matrix, the exciton coherence size, linear optical absorp-
tion, and induced phonon displacements for two types of
variational wave functions, namely, the Davydov D2 ansatz,
and a simplified variant of Davydov D1 ansatz, also known

as the D̃ ansatz. It is shown that following the equations of
motion derived from the time-dependent variation, the exci-
ton amplitude will transfer from the site of creation to neigh-
boring sites, and as J increases, the velocity of exciton
propagation will increase as well. Exciton-induced phonon
deformations can be found to form at the locations where the

exciton has considerable densities, and then propagate to the
entire aggregate if there is sufficient phonon dispersion en-
abling mobility. The half width of the phonon dispersion, W,
determines the speeds of phonon wave packets because of a
linear phonon dispersion relation given in the model. For a
large value of the transfer integral, the left-moving and right-
moving wave packets of the exciton departing from the site
of creation may make a quick rendezvous at the opposite end
of the ring, and therefore, trigger a second pair of localized
phonon wave packets. Linear absorption spectra can be de-
rived from the exciton amplitude and the phonon displace-

ments computed from the D2 and D̃ ansätze. Various system
energies are also calculated and analyzed for the one-
dimensional coupled exciton-phonon molecular ring after

photoexcitation. Overall it is found that D̃ is a more flexible
trial state while the D2 ansatz is rather efficient for compu-
tation, and its extension to higher spatial dimensions is a
feasible generalization of our approach.

Our trial states in this paper are both localized wave func-
tions, and we intend to work out detailed dynamics of their
translationally invariant counterparts, the Toyozawa ansatz
and the GL ansatz. Our approaches here can be also readily
extended to include other forms of exciton-phonon interac-
tions, such as asymmetric and symmetric off-diagonal
coupling,35 and higher-order couplings. Work in this direc-
tion is now in progress.
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APPENDIX A: THE D2 TRIAL STATE

The time evolution equations for D1, D̃, and D2 ansätze
can be derived by employing Dirac-Frenkel time-dependent
variation method. We start from the simplest of the three, the
D2 ansatz. For D2 ansatz, the Lagrangian is defined as

L = �D2�t��
i�

2

�I

�t
− Ĥ�D2�t��=

i�

2
��D2�t��

��

�t
�D2�t��

− �D2�t��
��

�t
�D2�t��
 − �D2�t��Ĥ�D2�t�� , �A1�

where the first two terms connected with the time derivatives
can be calculated as follows:

�D2�t��
��

�t
�D2�t�� = �

n


n
�
̇n − �

n

�
n�2�
q

�q
��̇q

+ �
n

�
n�2�
q
�−

1

2
��̇q�q

� + �q�̇q
��
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FIG. 12. �Color online� Amplitude of the deviation vector ���t��
calculated from the D2 ansatz. The results are compared with the
system energies. �a� J=0.1, W=0.1, S=4.0; �b� J=0.1, W
=0.8, S=4.0.
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�D2�t��
��

�t
�D2�t�� = �

n


̇n
�
n − �

n

�
n�2�
q

�q
�˙ �q

+ �
n

�
n�2�
q
�−

1

2
��̇q�q

� + �q�̇q
��
 .

�A3�

The remaining term is the average energy in the D2 trial
state,

�D2�Ĥ�D2� = �D2�Ĥex�D2� + �D2�Ĥph�D2� + �D2�Ĥex-ph�D2�
�A4�

with

�D2�Ĥex�D2� = − J�
n


n
�
n+1 − J�

n


n
�
n−1,

�D2�Ĥph�D2� = �
n

�
n�2�
q

�q��q�2,

�D2�Ĥex-ph�D2� = �
n

�
n�2�
q

gq�q��qeiqn + �q
�e−iqn� .

Equations of motion from the trial wave function D2�t�
are readily obtained from Eq. �23�,

− i
̇n�t� =
i

2

n�t��

q

��̇q�t��q
��t� − �̇q

��t��q�t�� + J
n+1�t�

+ J
n−1�t� − 
n�t��
q

�q��q�t��2

− 
n�t��
q

gq�q��q�t�eiqn + �q
��t�e−iqn� , �A5�

− i�̇q�t� = − �
n

�
n�2e−iqngq�q − �q�q. �A6�

It can easily be shown the norm of the D2 trial state is con-
served, i.e.,

d

dt��
n=1

N

�
n�t��2
 = 0. �A7�

And in this paper, we set

�
n=1

N

�
n�t��2 = 1. �A8�

Solutions to Eqs. �A5� and �A6� provide the dynamic infor-
mation of the exciton-phonon system.

APPENDIX B: THE D̃ TRIAL STATE

For the D̃ trial state, the localized backbone of the trans-
lationally invariant GL ansatz, we can also derive coupled
equation for the time-dependent variational parameters using
the Lagrangian formalism,

L = �D̃�t��
i�

2

�I

�t
− Ĥ�D̃�t��=

i�

2
��D̃�t��

��

�t
�D̃�t��

− �D̃�t��
��

�t
�D̃�t��
 − �D̃�t��Ĥ�D̃�t�� �B1�

wherein the individual terms can be calculated as follows:

�D̃�t��
��

�t
�D̃�t�� = �

n


n
�
̇n + �

n

�
n�2�N−1�
q

��̇qe−iqn − �̇q�

	��q
�eiqn − �q

��
 + �
n

�
n�2

	�−
1

2
N−1�

q

��̇qe−iqn − �̇q���q
�eiqn − �q

��

+ ��qe−iqn − ����̇q
�eiqn − �̇q�
 , �B2�

�D̃�t��
��

�t
�D̃�t�� = �

n


̇n
�
n + �

n

�
n�2�N−1�
q

��̇q
�eiqn − �̇q

��

	��qe−iqn − �q�
 + �
n

�
n�2

	�−
1

2
N−1�

q

��̇qe−iqn − �̇q���q
�eiqn − �q

��

+ ��qe−iqn − ����̇q
�eiqn − �̇q�
 , �B3�

and

�D̃�Ĥ�D̃� = �D̃�Ĥex�D̃� + �D̃�Ĥph�D̃� + �D̃�Ĥex-ph�D̃� �B4�

with

�D̃�Ĥex�D̃� = − J�
n


n
��
n+1Sn,n+1 + 
n−1Sn,n−1� ,

�D̃�Ĥph�D̃� = N−1�
n

�
n�2�
q

�q��qe−iqn − �q�2,

�D̃�Ĥex-ph�D̃� = N−1/2�
n

�
n�2�
q

gq�q���q
�eiqn − �q

��e−iqn

+ ��qe−iqn − �q
��e−iqn� .

Substituting Eqs. �B1�–�B4� into Eq. �23�, one arrives at the

equations of time evolution for the D̃ ansatz,

− i
̇n�t� =
i

2
N−1
n�

q

���̇qe−iqn − �q
˙ ���q

�eiqn − �q
��

− ��̇q
�eiqn − �q

�˙ ���qe−iqn − �q�� + J
n+1Sn,n+1

+ J
n−1Sn,n−1 − N−1
n�
q

�q��qe−iqn − �q�2
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− N−1/2
n�
q

gq�q��q
� − �q

�eiqn + �q − �qeiqn� ,

�B5�

− iN−1�
n

�
n�2�̇q�t� = − i�
n

�
n�2�̇qe−iqnN−1

+
1

2
N−1J�

n


n
�
n+1Sn,n+1�q�e−iqn

− e−iq�n+1��

+
1

2
N−1J�

n


n
�
n−1Sn,n−1�q�e−iqn

− e−iq�n−1�� + N−1�
n

�
n�2�q��qe−iqn

− �q� + N−1/2�
n

�
n�2gq�qe−iqn, �B6�

− iN−1�
n

�
n�2�̇q = − iN−1�
n

�
n�2�̇qeiqn

+ JN−1�
n


n
�
n+1Sn,n+1��q�e−iq − 1�

+
1

2
�qeiqn�eiq − 1�


+ JN−1�
n


n
�
n−1Sn,n−1��q�eiq − 1�

+
1

2
�qeiqn�e−iq − 1�
 − N−1�

n

�
n�2�q��q

− �qeiqn� − N−1/2�
n

�
n�2gq�q. �B7�

APPENDIX C: THE D1 TRIAL STATE

The same procedure in Appendices A and B can be ap-
plied to the D1 ansatz36 with variational parameters 
n and
�qn, and one can obtain

− i
̇n�t� =
i

2
N−1
n�

q

��̇qn�qn
� − c.c.� + J
n+1Sn,n+1

+ J
n−1Sn,n−1 − N−1/2
n�
q

gq�q��qneiqn + c.c.�

− N−1
n�
q

�q��qn�2, �C1�

− iN−1�
n�2�̇qn�t� = + N−1J
n
�
n+1��q,n+1 − �qn�Sn,n+1

+ N−1J
n
�
n−1��q,n−1 − �qn�Sn,n−1

− N−1�
n�2�q�qn − N−1/2�
n�2gq�qe−iqn.

�C2�

These coupled differential equations can be numerically
solved by the fourth-order Runge-Kutta method, and work
on this is now in progress.

APPENDIX D: NUMERICAL DETAILS

There are various numerical approaches to solve coupled
differential equations such as Eqs. �A5� and �A6� for the D2

ansatz and Eqs. �B5�–�B7� for the D̃ ansatz. One way is to
transform these equations into the Volterra integral
equations37 for minimization purposes, and then use a non-
linear optimization method such as the Newton-Raphson
method to solve them. Another approach is to solve the time-
dependent differential equations directly. The latter method
has a much higher computational efficiency but it requires a
higher precision in the single iterative time step since the
computational error may accumulate as the number of the
iterative steps increases.

In this paper, we use the Runge-Kutta fourth-order
method38,39 to solve Eqs. �A5� and �A6� and Eqs. �B5�–�B7�.
The Runge-Kutta fourth-order method is widely used to
solve differential equations. Its single step error is fifth order,
i.e., O��t5�. The algorithm for this method can be described
as follows:

k1 = f�tn,
�tn���t ,

k2 = f
tn +
1

2
�t,
�tn� +

1

2
k1��t ,

k3 = f
tn +
1

2
�t,
�tn� +

1

2
k2��t ,

k4 = f�tn + �t,
�tn� + k3��t ,


�tn+1� = 
�tn� +
k1

6
+

k2

3
+

k3

3
+

k4

6
+ O��t5� ,

where

f�tn,
�tn�� =
d
�tn�

dtn

and from tn to tn+1� tn+�t.
For the D2 ansatz, 
 represents 
n or �q, and is obtained

by Eqs. �A5� and �A6�. Then, by calculating k1, k2, k3, and
k4, one can get the parameters 
�tn+1� for the next time step
using the fourth-order Runge-Kutta method.

APPENDIX E: LINEAR ABSORPTION SPECTRUM BY D2

AND D̃ ANSÄTZE

The linear absorption spectrum of the exciton-phonon
system studied in this paper is calculated by

F̃��� =
1

�
Re�

0

�

F�t�ei�tdt �E1�

with
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F�t� = ph�0�ex�0�P̂e−iĤtP̂†�0�ex�0�ph, �E2�

where P̂ is the polarization operator,

P̂ = ��
n

��n�exex�0� + �0�exex�n�� . �E3�

Here � is the transition dipole matrix element for a single
site and �n�ex is the exciton state at the nth site �n�ex
� ân

†�0�ex.
Substituting Eq. �E3� into Eq. �E2� one obtains

F�t� = �2�
n

�
m

ph�0�ex�m�e−iĤt�n�ex�0�ph, �E4�

wherein e−iĤt�n�ex�0�ph can be approximated by a Davydov
trial state, for example, by a D2 trial state,

e−iĤt�n�ex�0�ph � �
n�


n�−n�t��n��ex

	exp
�
q

��q�t�b̂q
† − �q

��t�b̂q���0�ph,

�E5�

where the variational parameters 
n�−n�t��n�=0,2 , . . . ,N
−1� and �q�t��q=−N /2+1,−N /2+2, . . . ,N /2� have the fol-
lowing initial values:


n�−n�t = 0� = �n�−n �E6�

and

�q�t = 0� = 0. �E7�

Substituting Eq. �E5� into Eq. �E4�, we obtain the formula to
calculate F�t� by D2 ansatz,

F�t� = �2�
n

�
m


m�t�ph�0�exp
�
q

��q�t�b̂q
† − �q

��t�b̂q���0�ph

=�2�
n

�
m


m�t�exp
−
1

2�
q

��q�t��2�
=�2N�

m


m�t�exp
−
1

2�
q

��q�t��2� , �E8�

wherein �q�t� and 
m�t� are initialized by Eqs. �E7� and �E6�
�i.e., 
m�0�=�m,0� and then solved by Eqs. �A6� and �A5�.

The same procedure from Eqs. �E5�–�E8� can be applied

to D̃ ansatz, and one obtains

F�t� = �2N�
m


m�t�exp
−
1

2�
q

��q�t�e−iqm − �q�t��2� ,

�E9�

where the variational parameters 
m�t�, �q�t�, and �q�t� are
solved by Eqs. �B5�–�B7� with the initial values 
m�0�
=�m,0, �q�0�=0, and �q�0�=0.

APPENDIX F: DEVIATION VECTOR OF THE D2 ANSATZ

Substituting Eqs. �1�–�4�, �15�, and �16� into Eq. �32�, one
obtains the expression of ���t�� for the D2 ansatz,

���t�� = �
n

B̂n
†�i�
̇n�t� + 
n�t��

q

�b̂q
†�̇q�t� − Re��̇q�t��q

��t����
+ J�
n+1�t� + 
n−1�t�� − 
n�t��

q

�qb̂q
†�q�t�

+ 
n�t��
q

gq�q�b̂q
†e−inq + �q�t�einq��exp��

q

��q�t�b̂q
†

− �q
��t�b̂q���0�ph�0�ex. �F1�

Then, the expression of ���t� ���t�� for the D2 ansatz can be
obtained,

���t����t�� = J2�
n

�
n+1�t� + 
n−1�t��2

− 2J��
q

�q��q�t��2
Re��
n

�
n+1
� �t�

+ 
n−1
� �t��
n�t�
 + 4J Re��

n

�
n+1
� �t�

+ 
n−1
� �t���n�t�
 − 2J Re��

n

�
n+1
� �t�

+ 
n−1
� �t���n�t�
 + ��

n

�
n�t��2

	���

q

�q��q�t��2
2
+ �

q

��q�q�t��2�
− 4��

q

�q��q�t��2
2�
n


n
��t��n�t�

− 2�
n


n
��t�
n�t��

q

gq�q
2 Re��q�t�einq�

+ 2��
q

�q��q�t��2
Re��
n


n
��t��n�t�


+ 2��
n

�
n�t��2
Im��
q

�q�̇q�t��q
��t�


+ 4�
n

��n�t��2 + ��
n

�
n�t��2
�
q

�gq�q�2

− 4 Re��
n

�n
��t��n�t�


− 2 Im��
n


n
��t�
n�t��

q

gq�q�̇q�t�einq

+ �

n

��n�t��2 + ��
n

�
n�t��2
�
q

��̇q�t��2,

�F2�

where

�n�t� � 
n�t��
q

gq�q Re��q�t�einq� �F3�

and

�n�t� � 
n�t�Im��
q

�̇q�t��q
��t�
 − i
̇n�t� . �F4�
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