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Applying stress/strain on a material provides a mechanism to tune the thermal conductivity of materials
dynamically or on demand. Experimental and simulation results have shown that thermal conductivity of bulk
materials can change significantly under external pressure �compressive stress�. However, stress/strain effects
on the thermal conductivity of nanostructures have not been systematically studied. In this paper, equilibrium
molecular-dynamics �EMD� simulation is performed to systematically study the strain effects on the lattice
thermal conductivity of low-dimensional silicon and carbon materials: silicon nanowires �one dimensional� and
thin-films �two dimensional�, single-walled carbon nanotube �SWCNT, one dimensional� and single-layer
graphene sheet �two dimensional�. Spectral analysis of EMD is further developed and then applied to avoid the
numerical artifacts such as the neglect of long-wavelength phonons that are often encountered when using
EMD with periodic boundary conditions. Intrinsic thermal conductivity of the simulated bulk and nanostruc-
tures can be obtained using spectral analysis of EMD. The thermal conductivity of the strained silicon and
diamond nanowires and thin films is shown to decrease continuously when the strain changes from compres-
sive to tensile. However, for SWCNT and single-layer graphene, the thermal conductivity has a peak value, and
the corresponding applied strain is at −0.06 or −0.03 for SWCNTs depending on the chirality and at zero for
graphene, respectively. The following two reasons could explain well the effects of strains on the thermal
conductivity of the nanowires and thin films that decreases continuously from compressive strain to tensile
strain: �1� mode-specific group velocities of phonons decrease continuously from compressive strain to tensile
strain and �2� the specific heat of each propagating phonon modes decrease continuously from compressive
strain to tensile strain. However, for SWCNT and single-layer graphene, the mechanical instability induces
buckling phenomenon when they are under compressive strains. The phonon-phonon scattering rate increases
significantly when the structure buckles. This results in the decreasing behavior of thermal conductivity of
SWCNT and graphene under compressive stress and explains the peak thermal conductivity value observed in
SWCNT and single-layer graphene when they are under strain. The results obtained in this paper has important
implications of challenging thermal management of electronics using advanced materials such as carbon
nanotubes and graphene. It also points to a potentially new direction of dynamic thermal management.
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I. INTRODUCTION

The advances in nanotechnology have resulted in novel
materials and devices with much smaller length scales but
enhanced functionality. Thermal transport in these low-
dimensional nanostructures �two-dimensional: thin films and
superlattices, one-dimensional: nanowires �NWs� and nano-
tubes, zero-dimensional: quantum dots, and the bulk form of
low-dimensional materials: nanocomposites� �Refs. 1–6� has
been an interesting research topic over the past two decades
due to the intriguing electron and phonon physics in the low-
dimensional materials, the ever-increasing challenges in the
thermal management,7–9 and the potentials in using nano-
structures for enhanced energy conversion, storage, and ther-
mal management.10–12 Significant developments on both ex-
perimental characterization and theoretical studies have been
achieved along with reasonably good understanding of how
the thermal conductivity of nanostructures changes as a func-
tion of constituent materials, crystal structures, grain bound-
ary and interfaces, defects and impurity, dimensionality, and
size.

Such an understanding has recently led to another
rather interesting but less-explored research area—tuning the
thermal conductivity for superior performance, either
statically or dynamically, inspired by the working principle

of the workhorse of integrated circuits—metal-oxide-
semiconductor field-effect transistor �MOSFET�, which are
essentially a variable electrical resistor that is tunable under
an electrical field. Intensive research efforts have been di-
rected toward thermal rectifiers in which heat can flow in one
direction while it is prohibited in the opposite direction and
significant applications have been imagined.13–17 Among
many possibilities that could either statically or dynamically
tune thermal transport, stress/strain effects, and geometric in
symmetry could be the most obvious way to exercise. Indeed
stress and strain effects on material properties �electrical, op-
tical, and mechanical� have been explored with a long his-
tory. Strained silicon is used to enhance the electron mobility
in MOSFETs.18–20 Strain/stress effects on optical properties
can be also be used for reducing the threshold carrier density
and thus increasing the gain of laser diodes.21–23 Recently,
there are also great interests in using strains to tune the qual-
ity factor of nanowire resonators.24 Strain/stress effects can
also be used to enhance the performance of thermoelectric
materials,25,26 which is indeed a combination of strain/stress
effects on electrical and thermal transport properties. All the
aforementioned suggest the potential of using stress/strain to
tune the thermal conductivity. Such a tuning mechanism
which could be either applied dynamically or statically could
result in significant impacts on addressing thermal manage-
ment challenges in electronics and exploring the nanoen-
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abled energy solutions. On the other hand, the effects of
stress/strain on the thermal conductivity of nanostructures
need to be understood well for repeatable thermal character-
ization and the design of nanostructures since materials and
devices are almost always under compressive or tensile
strains in both practical applications and experimental char-
acterization.

Indeed considerable number of measurements have been
made for the thermal conductivity of various liquids and sol-
ids in bulk form under pressure up to a few gigapascals
around 1970s and 1980s or even earlier.27–33 Ross, et al.27

concluded that the thermal conductivity of semiconductors
increases with pressure �compressive strain�. They explained
the pressure effects on thermal conductivity increases from
the phonon velocity increase under pressure for semiconduc-
tors. Interestingly the authors also reported a very small de-
crease �1% at 0.7 GPa� for silicon under uniaxial stress and
they concluded this change as not substantial. Equilibrium
molecular dynamics �EMD� has been conducted to show that
the thermal conductivity of solid argon increases with a de-
creasing molar volume �or an increasing pressure�.34 Picu, et
al.35 studied the nonhydrostatic strain-induced thermal-
conductivity anisotropy and attributed the difference to lat-
tice anharmonicity. Bhowmicka, et al.36 derived the relation-
ship of thermal conductivity as a function of temperature and
strain using the Peierls-Boltzmann formulation. The results
show a power-law scaling of thermal conductivity on tem-
perature and strain. Scattered studies of the strain effects on
the thermal conductivity of nanostructures have also been
reported.37–39 Fan, et al. calculated the thermal conductivity
of single-walled carbon nanotube �SWCNT� under 150 MPa
compression and under 500 MPa tension using nonequilib-
rium MD �NEMD�. They showed an increasing thermal con-
ductivity with increasing compression pressure and a de-
creasing thermal conductivity with increasing tensile stress,
which is in the same trend as Lennard-Jones solids.37 Abram-
son, et al.38 studied a strained bilayer thin film and showed
that the effective thermal conductivity can be less than half
of the average thermal conductivity of the corresponding un-
strained thin films only. Rosenblum, et al.39 studied thermal
stress effects on thermal conductivity of diamond thin film
on substrate with MD simulation. A decreased thermal con-
ductivity is obtained under compressive strain. They con-
clude that two factors affect the thermal conductivity: �1�
compressive stress shifts the maximum frequency upwards in
the phonon spectrum and thus increases the frequency region
in which phonons can propagate. The thermal conductivity
will thus increase under compressive strain. �2� However,
stress-induced defects serve as additional mechanism of pho-
non scattering, which decreases the thermal conductivity.
Overall thermal conductivity decreases under compressive
strain since the effect of defect-induced reduction is much
stronger. A rather thorough study of literature inspired us to
systematically study the strain effects on the thermal conduc-
tivity of bulk and nanostructured semiconductors including
carbon nanotubes and single-layer graphene sheet since the
existing data are not conclusive: �1� very few study, both
experimentally and theoretically, exists on the dependence of
thermal conductivity of tensile strains. �2� The scattered
studies of strain effects on thermal conductivity of nanostruc-

tures have been over simplified, for example, using simple
interatomic potentials such as the Lennard-Jones potential
that could model very limited material systems. �3� Often
these studied are complicated with numerical artifacts that
are associated with the methods used. �4� Comparing to thin
films and nanowires, possible new phenomena such as buck-
ling could be expected for carbon nanotubes and graphene,
due to the extreme thin-layer nature of the materials. But
whether the bucking affects the thermal conductivity has not
been reported.

In this work, we use EMD to study the strain effects on
the lattice thermal conductivity of silicon and carbon bulk
and nanostructures including silicon NWs �one dimensional�
and thin films �two dimensional�, SWCNT �one dimensional�
and single-layer graphene sheet �two dimensional�. EMD
simulations of thermal conductivity usually show strong non-
physical simulation size dependence due to the cutoff of
long-wavelength �low-frequency� phonons. To eliminate
these nonphysical artifacts, in Sec. II we further developed
the spectral analysis method40 and demonstrate the applica-
bility of this method for the thermal-conductivity analysis of
low-dimensional structures. In Sec. III, we present system-
atic studies of the strain effects on silicon and carbon nano-
structures �silicon and diamond nanowire and thin film,
SWCNT, single graphene sheet� using the EMD along with
the spectral analysis method. The contributions of this work
could be summarized as: �1� further development of spectral
analysis of EMD which avoids numerical artifacts in small
simulation domains when using periodic boundary condi-
tions. �2� Systematic study of the dependence of thermal
conductivity on both compressive and tensile strains for bulk
and nanostructured semiconductors. This is the first quanti-
tative study in literature with very detailed explanations for
the findings. �3� An exception of the thermal conductivity
dependence on compressive strains is observed in single-
layer structures �carbon nanotubes and graphene� from semi-
conductor thin films and nanowires. We found that the com-
petition mechanisms in enhancing and reducing thermal
conductivity when applying compressive strains results in a
peak thermal conductivity of these single-layer carbon nano-
structures at certain compressive strains.

II. SIMULATION METHODS

Several statistical and atomistic approaches can poten-
tially be used to study strain effects on thermal conductivity
of nanostructures, such as Boltzmann transport equation
�BTE�, nonequilibrium Green’s function �NEGF�,41 and MD
simulation. BTE has the potential to study large system but
needs strain-dependent phonon-dispersion curves and pho-
non mean-free path, which could be a daunting job. When
considering anharmonic interaction, NEGF can be another
way to study strain effects on thermal conductivity. However
this approach becomes difficult to implement when the an-
harmonic interaction is involved. MD is an efficient way to
study strain effects on thermal conductivity due to the easi-
ness in implementing strains on the atomistic system. Both
NEMD and EMD can possibly be used to study strain effects
on thermal conductivity. Here EMD method is applied due to
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its simplicity in the way of applying strain, which will be
discussed in Sec. III. In general, MD has its intrinsic draw-
backs in addressing long-wavelength phonons. In this sec-
tion, we present our further development of the spectral
analysis which addresses the intrinsic numerical artifacts.

A. Equilibrium molecular dynamics

In MD, the trajectory of particles �molecular, atoms, etc.�
in a simulation domain is tracked by solving Newton’s equa-
tion of motion.42 Particles interact with each other through
empirical interatomic potentials which are usually developed
from quantum force-field calculations. In our simulation, the
initial atomic positions are generated based on the crystal
structures. The initial velocity is generated by using the Box-
Muller method43 followed by a step which sets the transla-
tional and angular momentum of the collective motion to
zero. Force exerted on each particle is calculated from the
derivative of empirical interatomic potential. Velocity Verlet
algorithm44 is used to integrate Newton’s equation of motion
with a set time step of 1 fs. The temperature of simulation
domain is then brought to 300 K by rescaling the velocity of
each particle and the simulation domain is then relaxed by
performing 250 ps simulation in NVE �constant number of
particles, volume, and energy� ensemble to reach a fully
equilibrium state. From the linear-response theory, thermal
conductivity can be calculated using Green Kubo’s relation
under equilibrium state. In an anisotropic material, it is given
by the tensor form45,46

kij =
1

kBVT2�
0

�

�Si�t� · Sj�0��dt , �1�

where kB is Boltzmann constant, V is volume, T is tempera-
ture, S is heat current, and �Si�t� ·Sj�0�� is called heat current
autocorrelation function �HCACF�. For an isotropic material,
the thermal conductivity is represented by the main axis
value,

k =
1

3kBVT2�
0

�

�S�t� · S�0��dt . �2�

For materials with high thermal conductivity such as sili-
con and diamond, the HCACF converges slowly and a long
simulation time is required. In our simulation, simulation
time from 20 to 60 ns is used for the direct integral from Eq.
�1� or �2�. Also the calculated thermal conductivity with Eq.
�1� or �2� usually shows strong initial condition �the initial
velocity� dependence, so each simulation is repeated five
times with different initial condition and the final result is
obtained by averaging the obtained values.

Both Stillinger-Webber �SW� �Ref. 47� and Tersoff48 em-
pirical potential have been widely used in MD simulations of
silicon and carbon systems. Usually Stillinger-Weber poten-
tial can provide better agreement of thermal properties with
experiments than Tersoff potential, such as melting tempera-
ture and thermal-expansion coefficient.49–52 However SW
potential was built based on the ideal tetrahedral bond angle
and its applicability is limited. For example, SW potential
fails in the prediction of the correct energies for silicon under

high pressure and it does not correctly predict surface struc-
tures in which nontetrahedrally bonds are present.53,54 We
therefore chose Tersoff potential in our study.

Usually the lattice constant predicted from empirical po-
tential is not the same as experimental data for bulk
material.50,52 In order to determine the lattice constant of a
strain-free bulk material, simulations are performed by cal-
culating the pressure of the system when varying preset lat-
tice constant under periodic boundary conditions in three di-
rections. By linear fitting of the pressure-lattice constant plot,
lattice constant of a strain-free structure can be determined at
the zero pressure value. This procedure is validated by ap-
plying it on bulk silicon and the results agree well with Ref.
52. By applying Tersoff potential, the lattice constant deter-
mined for a free-standing structure is 5.446 Å for bulk Si
and 3.572 Å for bulk diamond, comparing with the experi-
mental value 5.431 Å and 3.567 Å, respectively.55

B. Spectral analysis of EMD

In the Green Kubo’s relation, an upper limit integration
time is usually set to evaluate the integral. If the HCACF
decays to zero value at a relatively short time,34,56,57 direct
integral method can be applied to calculate the thermal con-
ductivity. However for some materials �i.e., silicon, diamond,
silicon carbide, etc.�,58–61 the HCACF decays to zero with a
very long tail which could be up to 100 ps and a much longer
total simulation time is needed to obtain a well-converged
HCACF �could be up to 20 ns�. In comparison with 1 fs time
step, such a long simulation time makes the simulation rather
expensive to evaluate thermal conductivity from the direct
integral method. Che et al.59 suggested using exponential
decay function to fit the HCACF function,

�S�t� · S�0�� = Aoe−t/�o + Aae−t/�a, �3�

where, o and a indicate optical phonons and acoustic
phonons. Thermal conductivity can then be evaluated using
the fitting parameters Ao, Aa, �o, and �a,

k =
1

3kBVT2 �Ao�o + Aa�a� . �4�

Although the periodic boundary condition is applied in
EMD, thermal-conductivity results obtained from the above
methods still show strong simulation size dependence.62 The
reason is that phonons with a wavelength greater than twice
of the simulation-domain size will be cut off. With an in-
creasing simulation-domain size, more long-wavelength
modes are included and thus the calculated thermal conduc-
tivity increases and becomes closer to its true value.

Based on the above analysis, spectral methods have been
proposed to eliminate the cutoff artifacts due to the finite
simulation size,40,63 and the method described by Chen et
al.40 is adopted here. From Ref. 40, Fourier transform of
HCACF is taken and the frequency-dependent thermal con-
ductivity can be written as

STRAIN EFFECTS ON THE THERMAL CONDUCTIVITY OF… PHYSICAL REVIEW B 81, 245318 �2010�

245318-3



k��� =
1

3kBVT2�
0

�

�S�t� · S�0��ei�tdt . �5�

By taking the zero-frequency limits, Eq. �5� restores to the
much simpler Green-Kubo formula �Eq. �2��. This shows that
the conventional thermal conductivity can be expressed as:
k=k��� ��=0, which is also called the static thermal conduc-
tivity.

For low-frequency phonons with a frequency lower than
the simulation-domain cutoff frequency, the corresponding
frequency-dependent thermal-conductivity data is not accu-
rate. Data at higher frequency are then used to extrapolate
the zero-frequency limit thermal conductivity. To perform
the spectral fitting, Eq. �3� can be used to model the HCACF.
In previous studies with spectral methods, only continuous
HCACF is used in the formulation of Eq. �5�, which is only
valid if �o and �a are far greater than the simulation time step
and far smaller than the HCACF upper limit integration time.
Considering that in MD simulation, only a discrete set of
HCACF data is generated with a certain simulation time
step, the HCACF can be expressed as

�S�t� · S�0��Des = Ase
−n�t/�s + Ale

−n�t/�l, 0 � n � N − 1,

�6�

where N is the total HCACF data collecting steps, �t is time
step �t=n�t�, and s, l are used to describe short and long
relaxation time, respectively, instead of o and a in a general
way. The Fourier transform of Eq. �6� is then,

F	�S�t� · S�0��Des


= �t�
n=0

N−1

�Ase
−n�t/�s + Ale

−n�t/�l�exp�− in��t� . �7�

The summation in Eq. �7� can be calculated and the
frequency-dependent thermal conductivity can then be writ-
ten as

k��� =
�t

3kBVT2��
i=s,l

Ai�1 − exp�− N�t/�i��
1 − exp�− �t/�i�exp�− i��t�� . �8�

If N�t����t, Eq. �8�can be simplified as

k��� =
1

3kBVT2� As�s

1 + i��s
+

Al�l

1 + i��l
� . �9�

The frequency-dependent thermal conductivity basically
denotes how each phonon modes are excited and their con-
tributions to the overall heat transport. Volz64 studied the
frequency-dependent thermal conductivity of Si and found
that the effective thermal conductivity from 10 GHz to 1
THz is about 1.1 W / �m K� at 200 K and 1.7 W / �m K� at
500 K, much lower than the conventional �static� thermal
conductivity if the material is thermally excited at such high
frequency. Our analysis gives a similar value of around
1.3 W / �m K� at 300 K in the same frequency range for Si.
Recently, Cahill et al.,65 experimentally showed that the ther-
mal conductivity of semiconductor alloy thin films can
change significantly with the modulation heating frequency.

In this paper, our interest is on how to obtain the conven-
tional �static� thermal conductivity through the data fitting
process using the frequency-dependent relaxation �thermal
conductivity�. In the above discussions, the parameters �As,
�s� that are related to phonons with short relaxation time
converges at a relatively short simulation time and they
could be fitted directly from HCACF. Parameters �Al, �l� that
are related to phonons with long relaxation time is then fitted
with Eq. �8�. With the obtained fitting parameters As, �s, Al,
�l, the static thermal conductivity can be obtained,

k = k�����=0 =
1

3kBVT2 �As�s + Al�l� . �10�

The spectral method for obtaining simulation-domain
size-independent thermal conductivity have been performed
and validated for bulk materials in past studies. In this work,
this method is further applied to low-dimensional systems
and the validations are presented below.

C. Validation

To validate the EMD with spectral analysis, we studied
the thermal conductivity of bulk silicon and diamond along
�100� direction. We note that thermal conductivity along
other directions could be simulated but we expect similar
trends in other directions. Two different simulation domains
are used for calculating the thermal conductivity of bulk sili-
con: cubic simulation domains with N	N	N unit-cells
cuboid simulation domains with 4	4	N unit cells at X, Y,
and Z directions, respectively, while the calculation for bulk
diamond is shown for cubic simulation domains with N
	N	N unit cells only. As shown in the first row of Fig. 1,
periodic boundary conditions are used by repeating the origi-
nal simulation domains in all directions for bulk materials.
To calculate the thermal conductivity, we averaged thermal
conductivity values at X, Y, and Z directions the N	N	N
simulation domain while only the value at Z direction is used
for 4	4	N simulation domain.

FIG. 1. Illustration of the directions in which the periodic
boundary conditions are applied for a variety of structures studied
in this paper. Strain is applied in the same direction that has an
infinite size, i.e., where the periodic boundary condition is applied.
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Figure 2 shows that thermal conductivity obtained from
the direct integral method has strong simulation-domain de-
pendence. By using spectral analysis, simulation-domain-
independent thermal conductivity can be extrapolated for
simulation domains with both N	N	N and 4	4	N unit

cells, which further proves that a smaller simulation domain
can be used for thermal-conductivity calculation with spec-
tral method. For comparison, we also showed the experimen-
tal thermal-conductivity value of natural Si and isotopically
enriched Si �Ref. 66� and isotopically enriched diamond67 in
the figure. The results from spectral analysis give good
agreements with experiment results.

In the Green Kubo’s relation in Eq. �2�, an upper limit
integration time t0 is usually set to evaluate the integral, in-
stead of time �. t0 is proportional to the size of the simula-
tion domain with a rough estimation of t0N /vp, where N is
number of unit cells and vp is mean phonon velocity.68 By
integrating Eq. �2� from 0 to t0 with the approximated format
of the HCACF function shown in Eq. �3�, the thermal con-
ductivity can then be expressed as

k = k� − B exp�− N/C� , �11�

where B and C are related to the long relaxation time, and k�

is the converged thermal conductivity if the simulation-
domain size is infinite since the exponential function in Eq.
�3� with short relaxation time converges fast and it gives a
constant value when substituted into the integral Eq. �2�.

(a)

(b)

FIG. 3. �Color online� �a� Thermal conductivity of silicon nano-
wires in the axial direction. �b� In-plane thermal conductivity of
silicon thin films. Results from direct integral and spectral method
are both shown. Dashed lines are exponential fitting using Eq. �11�.

(c)

(b)

(a)

FIG. 2. �Color online� Thermal conductivity of: ��a� and �b��
bulk silicon and �c� bulk diamond, calculated by direct integral
method and spectral analysis method using EMD. Simulation do-
mains are cubic one with N	N	N unit cells and cuboid one with
4	4	N unit cells at X, Y, and Z directions, respectively. Periodic
boundary conditions are applied in three directions. Dashed lines
are exponential fitting using Eq. �11�. Experimental data are taken
from Refs. 66 and 67.
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Equation �11� indicates that the thermal conductivity from
the EMD with direct integral method will converge at its
intrinsic bulk value if one could increase the size of the
simulation domain to an extent that the long-wavelength cut-
off is not significant for thermal conductivity. However it
will be too computationally costly for convergence study of
simulation domains with N	N	N unit cells, we have thus
conducted a convergence study for periodic simulation do-
mains with Si with 4	4	N unit cells. Fitting results gives
good agreement with the thermal conductivity obtained from
EMD with spectral analysis. This further confirms that the
EMD with spectral analysis is able to obtain results without
numerical artifacts. The thermal conductivity value from di-
rect integral converges to 99.9% of the one from the spectral
method with a length of 76.5 nm for 4	4	N unit cells. The
length of the simulation domain, 76.5 nm, is much longer
than the wavelength of dominant thermal transport phonons,
1 nm, and in the same order of the mean-free path of those
phonons, 10–300 nm for silicon at room temperature. How
the converged simulation-domain size is correlated with the
thermal transport dominant phonon wavelength and phonon
mean-free path will be a worthful topic to explore in the
future, but beyond the scope of this work.

To study the thermal conductivity of low-dimensional
nanostructures, periodic boundary condition is only applied
in the unconstrained directions as shown in Fig. 1. For thin
film, one direction �noted as X direction� is constrained and
periodic boundary conditions are applied in Y and Z direc-
tions. To calculate the thermal conductivity in the in-plane
direction, the HCACF is summated in Y and Z main axes and
the average value is used. For nanowires, periodic boundary
condition is applied only in Z direction and the HCACF is
summated in Z axis. We also note that the Z axis of all the
silicon and carbon structures with diamond lattice shown in
Fig. 1 are aligned along the �100� direction.

The same spectral method has been applied to study the
thermal conductivity of Si thin films and Si nanowires and
the results are given in Fig. 3. It shows that for both low-
dimensional materials, spectral method can avoid the arti-
facts of simulation-domain dependence of the direct integral
method. For silicon nanowire, NEMD simulation with
Stillinger-Weber potential predicted a thermal conductivity
of 2.35 W /m K for a 2.2 nm	2.2 nm Si nanowire and
6.86 W /m K for a 4.3 nm	4.3 nm one,69 which is com-
parable with our EMD prediction considering the different
potentials we used. By exponential fitting with Eq. �11�, ther-
mal conductivity of the direct integral method converges at a
value obtained from the spectral method when the
simulation-domain size is larger than 25 nm. The require-
ment of small simulation-domain size for integral method to
converge might have something to do with the apparent
mean-free path of phonons, which will be shorter in nano-
structures than in its bulk form.

In the simulation of nanowires and thin films, the atoms
have dangling bonds at the surfaces where free boundary
condition is used and these atoms are in an unstable state.
These atoms will recombine with each other to form new
bonds, which are usually referred as surface reconstructions.
In our simulation, surface reconstruction is also observed,
which is shown in Fig. 4. It clearly shows that at the surface
�XY surface� where periodic condition is applied, the atomic
positions are the same before and after the simulation. How-

FIG. 4. �Color online� Surface reconstruction of Si nanowire.
Periodic boundary condition is applied in the Z direction �along the
wire axis�: ��a� and �b�� XY cross-sectional surface structure before
and after the simulation; ��c� and �d�� XZ surface structure before
and after the simulation. Same atoms are labeled with the same
number �1, 2, 3, and 4� in �a� and �b�, or �c� and �d�.

(a)

(b)

FIG. 5. Strain effects on the thermal conductivity of: �a� bulk
silicon and �b� bulk diamond.
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ever, at the constrained surface �XZ surface�, reconstruction
happens. In Fig. 4�d�, it clearly shows that the spacing be-
tween atoms 2 and 3 becomes smaller and a new bond forms
between them. Surface reconstruction results in a different
structure than that of the bulk materials and it can scatter
phonons significantly, which greatly reduces the thermal con-
ductivity of low-dimensional materials �i.e., nanowires and
thin films�.

It is worth noting that the divergent thermal conductivity
has been reported for low-dimensional systems in
literature.70 The divergent thermal conductivity studied in
Ref. 70 and recent works by others, mostly result from ideal
one-dimensional chains or two-dimensional lattices with
relatively simple potential forms, such as Lennard-Jones po-
tential and Fermi-Pasta-Ulam potential. This study focuses
on more practical nanostructures such as nanowires and thin
films, which are indeed three dimensional in the computa-
tional domain, with empirical potentials that give converging
thermal conductivity results. Past work using EMD on simi-
lar material systems studied in this paper show that the
simulation-domain size-dependent artifact exists but con-
verging results are possible with large computational cost by
increasing the simulation-domain size. This work eliminates
the simulation-domain size artifact to obtain converged re-
sults from a small simulation domain with spectral analysis.

III. RESULTS AND DISCUSSIONS

In this section, we will discuss the effects of the applied
strain on the thermal conductivity of silicon and carbon in

bulk and nanoforms using the method developed in previous
section. Under periodic boundary conditions, strain is ap-
plied simply by changing the lattice constant according to the
zero-strain value determined in Sec. II A. For bulk materials,
same strains are applied uniaxially in the three directions.
For thin film, strains are applied in the thin-film plane �Y and
Z directions� and for nanowires the strain is applied in the
axial Z direction. During the simulation, the simulation-
domain size is changed according to the strain along the
direction where strain is applied and in other directions the
system is relaxed with free boundary condition. With this
method, the strain/stress field inside the simulated materials
is very complicated. To make the discussion simple, we used
the applied strain when presenting the results in this work.

Since the structures are expected to deform under large
strain, the volume is determined from the structures via the
coordinates output. For nanowires, the cross-sectional area is
determined from the final structure and volume is taken as
the product of the length and the cross-sectional area. For
thin films, the volume is taken as the product of average film
thickness and the area. For nanowires and thin films, a finite
atom thickness �1/4 of one unit-cell size� at the boundary is
accounted when calculating the volume. This is consistent
with the calculation of the simulation-domain volume when
periodic boundary condition is applied. For both carbon

(a)

(b)

FIG. 6. �Color online� Phonon-dispersion curves of: �a� bulk
silicon and �b� bulk diamond under different strain �“−” denotes
compressive strain and “+” denotes tensile strain�.

(a)

(b)

FIG. 7. �Color online� Normalized specific heat of: �a� bulk
silicon and �b� bulk diamond under different strain �− denotes com-
pressive strain and + denotes tensile strain�. All the data are nor-
malized to the saturated specific heat with zero strain at high
temperature.
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nanotubes and graphene sheets, the volume is taken as the
product of the surface area and a thickness of 3.4 Å which is
usually used as the equilibrium distance between two
graphene layers. Thermal conductivity is calculated in the
direction where strain is applied and results are shown in the
following sections.

A. Bulk silicon and diamond

We first studied the strain effects on thermal conductivity
of bulk silicon and diamond. Same strain is applied uniaxi-
ally in three directions with periodic boundary conditions.
The results are shown in Fig. 5 for the thermal conductivity
as a function of the applied strain, where the nondimensional
strain is defined as the change in the length per unit of the
original length at the directions where the stress is applied.
For both bulk silicon and carbon �diamond�, thermal conduc-
tivity decreases continuously from compressive strain to ten-
sile strain. This trend agrees well with the simulation results
on bulk argon which used Lennard-Jones potential from Ref.
34–36. From the kinetic theory, thermal conductivity can be
expressed as k= 1

3�k,pCk,pvk,p
k,p, where C is the specific
heat, v is average phonon group velocity, and 
 is phonon
mean-free path of each phonon mode �subscript k, p�. We
investigated the change in specific heat and group velocity
by calculating the dispersion curve of these two materials
under different strains, as shown in Fig. 6. Under compres-
sive strains, phonon-dispersion curves shift upward which
results in a larger phonon group velocity of the acoustic
phonons �vg=�� /�k�. Such a shift of the phonon-dispersion
curve will result in both the increase in the specific heat of
each modes and the total specific heat as shown in Fig. 7.

Under tensile strain, the trend goes to the opposite direction
and both phonon group velocity and specific heat decrease.
These two effects will result in a decreasing thermal conduc-
tivity from compressive strain to tensile one. From the figure,
it also shows that strain affects more on the longitude-
acoustic phonon than transverse-acoustic phonons.

We note that the maximum strain which the materials can
stand before cracking from MD simulation is much larger
than the real material. This is because: �1� the empirical po-
tential �Tersoff potential� is derived by fitting the physical
properties at zero pressure and the applicability to extremely
high-pressure simulation is limited; �2� the structures studied
here are perfect crystals and the lattice spacing only changes
proportionally to the applied strain, which means an initial
crack point is hard to form for crack propagation.

B. Nanowires and thin films

Figure 8 shows the calculated thermal conductivity of Si
and diamond nanowires and thin films under different ap-
plied strains. Similar trends as that of bulk materials are ob-
served on the change in thermal conductivity when the ap-
plied strain changes. The reason is that the phonon-
dispersion curve shift in Fig. 6 is mainly due to the material
stiffness change under strain. For nanowires under strain,
similar stiffness change and the phonon-dispersion curve
shift trends could be obtained comparing with the bulk ma-
terial. We also note that we used small number of unit cells
for the simulation due to the high computational cost of Ter-
soff potential in MD simulation. The decision of using small
number of unit cells is based on the converging results of
spectral method as discussed in Figs. 2 and 3.

(b)

(a) (c)

(d)

FIG. 8. �Color online� Strain
effects on the thermal conductivity
of: �a� silicon nanowires, �b� dia-
mond nanowires, �c� silicon thin
films, and �d� diamond thin films.
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C. Carbon nanotubes and single-layer graphene

Figure 9 shows the strain effects on thermal conductivity
of SWCNTs and single-layer graphene. Three different types
of SWCNT with similar diameter are studied: armchair, zig-
zag, and chiral SWCNTs, among which the armchair
SWCNT has the highest thermal conductivity and the chiral
SWCNT has the lowest thermal conductivity. We observed
the thermal conductivity of SWCNT and graphene decreases
under certain compressive strain, as shown in Fig. 8, which
is significantly different from silicon and carbon nanowires,
and thin films that are discussed above and the previous
NEMD simulation for carbon nanotubes under compressive
and tensile pressure.37 The peak thermal conductivity occurs
at −0.06 for armchair SWCNT, −0.03 for zigzag and chiral
SWCNT. Interestingly the highest thermal conductivity of
graphene is obtained when it is subject to no applied strain.

To explain the existence of the peak thermal conductivity,
we plot in Fig. 10 the deformation of the SWCNT and single

graphene sheet. It clearly shows that the SWCNT and single
graphene sheet buckle when the applied strain is compres-
sive. The buckling is due to the hollow structure of SWCNTs
and the single atomic layer nature of the graphene sheet.
When SWCNT and single graphene sheet buckles under
compressive strain, more irregular surfaces are created and
phonons can be scattered significantly more often. Therefore,
we would expect a reduction in thermal conductivity of
SWCNTs and single graphene sheet when they buckle under
applied compressive strain. However, we could expect a
trend occurring in SWCNT and graphene similar to that of
the nanowires and thin film when they are under tensile
stress due to the phonon-dispersion curve shift.

IV. CONCLUSIONS

In this paper, strain effects on the lattice thermal conduc-
tivity have been studied systematically for bulk and low-
dimensional silicon and carbon nanostructures �silicon and
diamond nanowire, silicon and diamond thin films, SWCNT
and single graphene sheet�. The thermal conductivity of the
silicon and diamond nanowires and thin films decreases con-
tinuously when the applied strain is changed from compres-
sive to tensile, due to the shift of phonon-dispersion curves
under strains. However, due to the single-layer nature of
SWCNT and single-layer graphene sheet, buckling occurs
when large compressive strain is applied. The bucking results
in an increasing phonon scattering rate and thus a reduced
thermal conductivity under compressive strains. Overall, the
thermal conductivity of nanostructures can be greatly tuned
by applying strain/stress. For example, the thermal conduc-
tivity of �10, 10� SWCNT varies from 60% to 130% under
strain comparing to the value of a free-standing one. Strain/
stress tuning of the thermal conductivity of nanostructures
can have lots of applications and implications on thermal
management and energy conversion.
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(a)

(b)

FIG. 9. �Color online� Thermal conductivity of: �a� SWCNTs
and �b� single-layer graphene, as a function of applied strain. Two
diameters are studied for armchair, zigzag, and chiral-type
SWCNTs: 1.3 nm and 2.6 nm.

FIG. 10. �Color online� �a� Structures of �10, 10� armchair
SWCNT �diameter=1.35 nm� and �b� single graphene sheet under
strain.
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