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We present a ReaxFF reactive forcefield designed to reproduce first-principles density-functional theory
�DFT� calculations on gold bulk structures, surfaces, and nanoparticles. We compare the ReaxFF results with
those obtained from other atomistic potentials along with results from Perdew-Burke-Ernzerhof–generalized
gradient approximation �PBE-GGA� DFT. The new ReaxFF gold force field, which has been trained against
various bulk and surface properties calculated by DFT, is subsequently applied to simulated annealing simu-
lations on a range of gold nanoparticles Aun �n=38, 236, 1514�.
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I. INTRODUCTION

Since the dawn of recorded history, gold has been one of
the most desired metals on earth.1 Its malleability and beauty
have made it a common component in jewelry and currency,
while its conductivity and resistance to oxidation have made
it highly useful in modern-day applications in electronics,
coatings, biotechnology, nanotechnology, and catalysis.

The past decades have seen tremendous growth in
construction and characterization of thin films including
self-assembled monolayers,2–5 nanodevices,6,7 and
nanoparticles,8–11 many of which involve gold explicitly.
Gold’s wide range of applications has stimulated many the-
oretical studies based on first-principles quantum mechanics
�QM� calculations.12–14 Despite modern advancements in
computational technology, computational expense restricts
QM studies to systems containing only a few hundred atoms,
motivating many groups to develop parameters for empirical
atomistic interaction potentials �so-called force fields� to
rapidly simulate atomic-level phenomena on larger-scale
systems.15–33 Several significantly different classes of these
potentials have already been compared by Grochola et al.24

In practice, empirical potentials are trained to reproduce
useful physical data, however their parametrization some-
times limits their transferability to other applications. These
potentials may provide bulk material properties or experi-
mentally determined or first-principles calculated binding en-
ergies for molecular clusters. Their performance in applica-
tions outside of their parameterization scheme is not always
well established, but an ideal interaction potential would be
trusted for not only bulk systems, but for surfaces and clus-
ters as well.

One robust approach, found in the embedded-atom
method �EAM� �Refs. 15, 16, 21, and 22� as well as its
modified form �MEAM�,23 is based on DFT and has been
parameterized to efficiently reproduce experimental bulk ma-
terial properties with relatively small computational expense.
The main difference of the earlier EAM potential with the
modified version is the latter’s analytic expression for its
embedding function, which includes angular forces coming
from next-neighbor interactions. The �M�EAM approaches
are very practical candidates for simulations of many-body

effects of metallic systems, and they have been applied for a
variety of general problems ranging from bulk properties to
surfaces and even gaseous dimers.34–36 However, since these
methods are typically parameterized to reproduce bulk mate-
rial properties, their utility may not be as robust in nonbulk
simulations, i.e., surface reactions and for larger molecular
clusters. Despite this, the efficiency of �M�EAM simulations
make them attractive for some applications such as generat-
ing process barriers for kinetic Monte Carlo algorithms for
surface reactions.

An alternative approach is to create interaction potentials
based on first-principles calculations under a reactive force
field scheme such as ReaxFF.37 ReaxFF parameters are typi-
cally obtained by fitting analytic functions to DFT bonding
curves. A recent study created a ReaxFF potential for gold.33

This force field was fit entirely to DFT data calculated with
the local spin density approximation �LSDA� exchange-
correlation functional, a method generally considered appro-
priate for the morphology of bulk systems. The LSDA
method is also usually used in obtaining necessary �M�EAM
potentials for specific applications. It has been well estab-
lished, however, that the LSDA treatment of electronic cor-
relation, which is based on a homogeneous electron gas,
makes LSDA methods less accurate for surface or cluster
calculations.

The goal of the present work is to report how to construct
ReaxFF potentials from first-principles data for broad mate-
rial applications. Our new gold potential is capable of repro-
ducing qualitative and quantitative features relating to bind-
ing energies and diffusion barrier profiles for surface
processes, as well as bulk equations of state and effective
cohesive energies of molecular clusters. The force field was
parameterized entirely to DFT-data based on the generalized
gradient approximation �GGA� exchange–correlation func-
tional by Perdew-Burke-Ernzerhof �PBE�-GGA.38 Inclusion
of density gradients in GGA functionals make them more
suitable for molecular structures and binding energies,
though they are not usually better than LSDA calculations
for bulk properties. An important goal for the present reac-
tive forcefield is to allow studying nonidealized heteroge-
neous surface reactions and nanoparticles from first prin-
ciples, so we believe this framework of QM is valuable and
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can have many useful applications in heterogeneous catalysis
and atomistic simulations of nanoscale systems.

II. METHODOLOGY

ReaxFF force fields have been a useful tool for atomistic
simulations for nearly ten years.37,39,40 Their form has been
developed from principles established by the Tersoff41 and
Brenner42 potentials. Unlike classical force fields designed
for molecules such as UFF,43,44 CHARMM,45 OPLS,46 or
AMBER,47,48 which require explicit bond definitions in mo-
lecular simulations, ReaxFF treats bonds implicitly, and its
energy function is based on the concept of an atomic bond-
order dependent on each atom’s local environment. As such,
reactive force fields are not constrained to common harmonic
potentials and more realistic Lennard-Jones and Morse po-
tential curves, which permit bond forming and breaking
mechanisms, can be used. The dependence on bond order
also means that most energy terms implicitly contain multi-
body contributions unlike many other atomistic potentials.
For this study, the system energy for the gold force field
contains three energy terms seen in Eq. �1�.

Esystem = Ebond + Eover + EvdW, �1�

where Ebond is the energy corresponding to interatomic
bonds, Eover is a penalty energy that corrects atomic overco-
ordinations, and EvdW accounts for van der Waals interac-
tions and interatomic repulsions when atoms are too close to
each other. The full expressions for these terms as well as the
included parameters can be found in the Appendix.

We began training this force field by first computing the
equations of state for several bulk structures of gold and
included binding energies and self-diffusion processes on
Au�100� surfaces. The purpose of investigating self-diffusion
on Au�100� was to obtain a large database of diffusion pro-
cesses under a wide range of defects that one might expect to
exist on real surfaces. Besides simple terrace diffusion, we
investigated diffusions along step edges, around inner- and
outer-kink sites, and diffusions forming molecular dimers.
Our DFT simulations on Au�100� surfaces utilized unit cells
large enough to minimize unwanted lateral interactions, and
details of these calculations can be found in previous
work.49,60

We now will present our results from calculations with the
new ReaxFF force field. In the following sections we com-
pare our ReaxFF results to PBE-GGA values calculated with
SEQQUEST �Ref. 50� as well as a selection of �M�EAM meth-
ods as calculated by LAMMPS,51,52 an open source code that
supports both ReaxFF and �M�EAM calculations. �M�EAM
calculations include the original EAM method,21,22 the origi-
nal MEAM method �MEAM 1992�,23 and a revised MEAM
method �MEAM 2003� �Ref. 35� that includes second
nearest-neighbor interactions specifically fit to reproduce a
different set of elastic constants.

III. RESULTS

A. Forcefield optimization

1. Bulk phases

The first stage of forcefield optimization involved param-
eterization of the fcc, bcc, ideal-hcp, sc, diamond, and a15

bulk phases of Au. The equations of state obtained from
PBE-GGA �DFT� and our ReaxFF method are compared in
Fig. 1. After optimization, this ReaxFF forcefield was ca-
pable of distinguishing several key features of the equations
of states. For the fcc, bcc, hcp, and a15 structures, the Re-
axFF well reproduces the binding energy, volume of mini-
mum energy, and curvature of the binding well around the
minimum compared to the PBE-GGA calculations used for
parameterization. Based on the results summarized in Table
I, noticeable differences are seen between calculated and ex-
perimental lattice constants, cohesive energies, and elastic
constants. In general, �M�EAM methods do a rather impres-
sive job of reproducing known experimental material prop-
erties, though one encounters small deviations between
�M�EAM calculations for higher energy sc and diamond bulk
phases. Only subtle differences are seen between calculated
lattice constants �usually �0.1 Å�, and reasonably small en-

FIG. 1. �Color online� Equations of state for different Au bulk
structures calculated by �a� EAM, �b� PBE-GGA, and �c� ReaxFF.
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ergy differences are obtained �usually �0.1 eV� with the
different �M�EAM methods, with the exception of high-
energy sc and diamond phases. ReaxFF and PBE-GGA cal-
culations, on the other hand, appear to generally overesti-
mate lattice constants and underestimate binding energies
compared to �M�EAM potentials and known experiment. Not
surprisingly, calculated bulk moduli and elastic constants are
generally not reproduced as well with �M�EAM methods.

Before discussing ReaxFF results specifically, one should
note the apparent discrepancies between the phase diagrams
calculated from EAM and PBE-GGA in Fig. 1. Since the
semiempirical EAM method was parametrized to explicitly
model bulk properties, we expect it to reasonably represent
the different bulk structures of gold, and EAM results show
an intersection of all six studied bulk structures at a volume
of �26 Å3 while first-principles PBE-GGA does not. Cer-
tainly, LSDA may lead to more accurate QM-obtained equa-
tions of state as well as modern MEAM potentials.

In terms of reproducing PBE-GGA lattice constants, co-
hesive energies, bulk moduli, and elastic constants, ReaxFF
performs respectably for the low-energy structures, but
shows slightly larger deviations for the �less stable� high-
energy structures. Indeed, during force field optimization less
weight was given the reproduction of the high-energy �and
therefore rather unlikely� sc and diamond structures. Never-
theless, ReaxFF curves are relatable to EAM and PBE-GGA

equations of state. Perhaps most importantly, it is easily seen
that the force field reproduces the qualitative preference of
all bulk structures. If necessary, fundamental characteristics
of these curves could always be improved to attain more
accurate behavior, but in doing so one runs the risk of over-
parametrization. Since lower energy bulk structures are much
more relevant in nature, the optimized force field turned out
to even well reproduce PBE-GGA bulk elastic constants de-
spite no attempts to specifically include these values in the
ReaxFF training set. Finally, the discontinuities at atomic
volumes �27 Å3 are the result of the ReaxFF internal cutoff
distance for bonds. However, these discontinuities are not
crucial as the corresponding unit cell volumes already repre-
sent extremely harsh and most likely unphysical conditions.

2. Surface calculations

The second set of calculations focused on providing a
training set for applicable surface calculations. Here we start
with first comparing surface energies evaluated with ReaxFF
to several other models �see Table II�, including the previ-
ously used �M�EAM potentials, the so-called tight-binding
linear muffin-tin orbital �TB-LMTO� method,56 the full
charge density �FCD�-LMTO method,57 and the Green’s
function based full-potential screened Korringa-Kohn-
Rostoker method �FP-KKR�.58 In general, all models repro-
duce similar trends of surface energies, though one can see

TABLE I. Calculated material constants for different phases of gold. Lattice constants �a0� are reported in
Å, cohesive energies �Ec� and cohesive energy differences with respect to the fcc structure ��Ec� are reported
in eV, and bulk moduli �B� and elastic constants �Cs= �C11−C12� /2 and C44� are reported in GPa. Values
marked with �� � denote elastic constants from a potential fit to a different set of data.

ReaxFF PBE-GGA

EAM
�Ref. 21�

�1986�

MEAM
�Ref. 23�

�1992�

MEAM
�Ref. 35�

�2003� Expt.

fcc a0 4.18 4.16 4.08 4.07 4.08 4.08 �Ref. 53�
Ec 3.77 3.85 3.93 3.93 3.93 3.93 �Ref. 54�
B 143 158 167 167 179� 169 �Ref. 55�
Cs 19 20 12 14.5 14� 12 �Ref. 55�
C44 55 53 45 42 41� 45 �Ref. 55�

bcc a0 3.31 3.32 3.24 3.14 3.18

Ec 3.63 3.83 3.91 3.91 3.92

B 150 148 166 160 182

�Ec 0.14 0.02 0.02 0.02 0.03 0.04 �Ref. 23�
a15 a0 5.26 5.30 5.16 5.11 5.19

Ec 3.55 3.71 3.87 3.76 3.81

B 124 141 162 153 165

�Ec 0.22 0.14 0.06 0.17 0.14

sc a0 2.95 2.75 2.65 2.62 2.65

Ec 3.08 3.60 3.54 3.81 3.73

B 36 56 123 126 151

�Ec 0.68 0.25 0.39 0.12 0.21

diam a0 6.72 6.22 5.73 5.79 5.89

Ec 2.77 2.97 3.03 3.36 3.29

B 32 56 70 70 87

�Ec 1.00 0.88 0.91 0.58 0.66
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some deficiencies with �M�EAM potentials here.
�M�EAM calculations underestimate surface free energies

of gold, while the electronic structure calculations appear to
capture the experimentally observed surface free energy rea-
sonably well. Although no explicit information of surface
energies entered our ReaxFF parametrization, we can already
report surface energies in better agreement with experiment
and other first-principles calculations than those reported
from �M�EAM methods. ReaxFF appears to slightly overes-
timate surface energies, but the energy differences between
different surfaces orientations fit almost exactly the FP-KKR
calculations by Galanakis et al.58 Regarding the well-known
reconstructions of the low-index Au surfaces, we checked the
missing-row reconstruction of Au�110�. Here ReaxFF finds
an extremely small preference for the unreconstructed sur-
face �ca. 4�10−4 J /m2�, but this is well within the degree of
precision one should expect from a semiempirical forcefield.

After the surface stabilities we focused on self-diffusion
processes on Au�100�. In previous extensive DFT studies, we
simulated Au adatom binding and diffusion on the flat �ter-
raced� surface, along and away from a step edge, in and out
of kink sites of one or more rows of atoms thick, around and
away from an outer kink site, into a step-edge defect, and
different dissociations of an adsorbed Au dimer. Details of all
processes can be found in Refs. 49 and 60. In Fig. 2 we
report four notable examples.

Each of the four different diffusion profiles present a dif-
ferent challenge for an empirical potential. The first case
�Fig. 2�a��, bridge diffusion on the Au�100� terrace, is the
simplest diffusion profile for an adatom. In this case, our
force field perfectly reproduces the PBE-GGA calculations,
matching both its barrier height as well as its curvature
across the barrier. The EAM method, however, provides a
barrier �0.1 eV lower than the PBE-GGA calculation and

TABLE II. Calculated surface free energies for different �unreconstructed� low-index surfaces of gold. All
energies are reported in J /m2.

Au Surface ReaxFF

EAM
�Ref. 21�

�1986�

MEAM
�Ref. 23�

�1992�

MEAM
�Ref. 35�

�2003�

TB-LMTO
�Ref. 56�

�1992�

FCD-LMTO
�Ref. 57�

�1998�

FP-KKR
�Ref. 58�

�2002�
Expt.

�Ref. 59�

�111 1.76 0.79 0.89 0.93 1.61 1.28 1.39 1.5

�100 1.99 0.92 1.08 1.14 1.71 1.63 1.62

�110 2.10 0.98 1.12 1.18 1.79 1.70 1.75

��100–111 0.23 0.13 0.20 0.21 0.10 0.34 0.23

��110–111 0.34 0.19 0.23 0.25 0.18 0.42 0.36

FIG. 2. �Color online� Selected Au diffusion pathways on an Au�100� surface. Insets in each figure illustrate the diffusion pathways,
where open circles depict vacant sites and filled circles depict adatoms on an Au�100� surface. All diffusion pathways are described in detail
in Refs. 49 and 60.
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with a narrower peak at the summit of the barrier. These
minor deviations should not be surprising since the EAM
method was developed for bulk simulations. MEAM meth-
ods appear to correct the deficiencies in the classic EAM
potential, though the shapes of the diffusion barriers are not
continuous �most probably resulting from internal cutoffs� as
one would expect in a self-diffusion process.

The second example, diffusion out of a kink site �Fig.
2�b��, has an adatom diffusing out of a site where it shares
six nearest neighbors to a site where it shares five nearest
neighbors. With the relatively high coordination of the dif-
fusing adatom, this configuration of atoms is more compa-
rable to a bulk structure than the rest. The calculated energy
profiles of the �M�EAM potentials are in quite good agree-
ment with DFT calculations, though only the MEAM�2003�
potential captures both the correct curvature and the relative
magnitude of the double well seen by PBE-GGA. Again,
MEAM potentials display discontinuities in energies near the
top of the barrier. In contrast, the ReaxFF calculated barrier
is too high by a modest value of �0.1 eV, however, the
double-well character found from DFT is still nicely repro-
duced. Interestingly, the relative energies of the intermediate
states of both EAM and ReaxFF in the forward and reverse
diffusion directions are both in excellent agreement with
DFT calculations, but both MEAM potentials display some
surface instability by showing the final structure of the dif-
fusing atom to reside in a new state, �0.15 eV lower in
energy than the PBE-GGA value.

Figure 2�c� shows diffusion along a monoatomically high
step edge. ReaxFF accurately reproduces the double-well
diffusion character along a step edge, but the calculated bar-
rier height is slightly higher �0.05 eV� than PBE-GGA. For
the EAM simulation, the barrier is even a bit higher than
ReaxFF, and does not qualitatively contain any double-well
character observed from QM. Both MEAM potentials show
double-well character, however the barriers are �0.2 eV too
high, values more than �50% of the total process barrier.

The last example �Fig. 2�d�� considers dissociation of a
dimer of adatoms on perfect Au�100�. This example is also
quite different from a bulk system, and it is not surprising
that EAM underestimates the barrier obtained by DFT, as it
did in the case of terrace diffusion. Likewise, MEAM poten-
tials have higher and more accurate barriers than the EAM
potential. The barrier calculated from our ReaxFF potential,
however, is in very good agreement with DFT values. The
MEAM�2003� potential again finds �0.15 eV for the final
structure after diffusion. Interestingly, in this particular case
MEAM�1992� behaves differently. Similar to EAM and Re-
axFF, MEAM�1992� leads to product states in excellent
agreement with DFT values.

B. Applications to nanoparticles

After training the ReaxFF force field against bulk and
surface diffusion properties, and describing that the opti-
mized force field indeed is capable to reproduce the PBE-
GGA calculated behavior, the remaining task is to test this
force field against a set of data not being part of the optimi-
zation procedure. Therefore, in the following we will de-

scribe how the ReaxFF force field performs on the structure
and stability of small Au clusters.

Many high quality studies have already reported QM
structures for small neutral and anionic Au clusters, notably
by �just to mention a few� Kappes,61,62 Schwerdtfeger,63,64

and Häkkinen.13,65 These QM studies, however, aim on the
most stable configurations and do not report the dynamical
structures of nanoparticles and the degree that they might
restructure under different environments.

In order to test the transferability of our own method, we
calculated binding energies for several small gold clusters
with both the final optimized ReaxFF force field and with
DFT �again PBE-GGA� and compared those energies �see
Fig. 3�. For each cluster size we distinguished between vari-
ous two- and three-dimensional configurations, which in case
of DFT were additionally spin optimized.

We find that binding energies of neutral molecular clusters
Aun �n=2–10� are reproduced quite well. As expected, total
energies calculated by ReaxFF display slightly oscillatory
behavior across different sizes and shapes of these clusters,
but over the full range of 30 eV, these energies remain close
to their PBE-GGA counterparts. Although the errors between
ReaxFF and PBE-GGA are noticeable in Fig. 3, the error per
atom for each cluster is �0.05 eV /atom with a standard
deviation of 0.2 eV. That none of this data was incorporated
into the ReaxFF training set is a testament to its capacity in
more general simulations. Furthermore 2D structures, which
are found as global minima in small clusters with high-level
DFT,13,61–65 are found as stable intermediates though not al-
ways as global minima. In comparison, EAM-like potentials
find 2D structures are unstable.

Having established this ReaxFF as reliable for solids, sur-
faces, and clusters, we investigated the structural features of
three arbitrarily sized gold nanoclusters. Our reactive mo-
lecular dynamics �MD� simulations focused on three clus-
ters: Au38, Au236, and Au1514 under an imposed kinetic en-
ergy via a temperature thermostat �Berendsen thermostat�.
Spherical clusters were cut out from a bulk-fcc Au lattice.
Each cluster was first equilibrated at 300 K for 12 ps using
0.25 fs time steps. The systems were then annealed at 1000,

FIG. 3. �Color online� Comparison between PBE-GGA and Re-
axFF calculated total binding energies for molecular gold clusters
Aun �n=2–10�. The models show the most stable structures ob-
tained with DFT.

REACTIVE FORCEFIELD FOR SIMULATING GOLD… PHYSICAL REVIEW B 81, 235404 �2010�

235404-5



1250, or 1500 K, heating with a temperature gradient of 0.05
K/step until the target temperature was reached for 300 000
iterations �75 ps simulation time�. The clusters were then
cooled at a slower rate, −0.01 K /step, until the system tem-
perature reached 10 K. The high annealing temperatures are
not used to explicitly reproduce material melting or sublima-
tion of Au, but rather to give qualitatively different amounts
of kinetic energy to the systems and see which structures
become accessible when kinetic barriers to other structural
phases are overcome. Figure 4 shows both the initial bulk-
truncated clusters as well as the final relaxed structures from
these simulations.

In studies on the Au38 cluster, annealing led to amorphous
structures at 1000, 1250, and 1500 K. The same transition to
an amorphous cluster was observed for the Au236 cluster
when heating to 1250 and 1500 K. When annealing at 1000
K, however, the supported kinetic energy is too low to allow
for substantial morphology changes compared to the initial
bulk-truncated structure. The minimum annealing tempera-
ture for structure changes is even higher for Au1514, which
remains largely unperturbed until it is annealed to 1500 K,
where it too becomes amorphous. Based on these results, one
sees a clear trend showing a direct relationship between
nanoparticle size and the barrier to form an amorphous ma-
terial.

To better analyze the mechanism for how these nanopar-
ticles transform into amorphous clusters, we investigated the
coordination numbers of all atoms of different annealed
structures in the Au1514 cluster �see Fig. 5�. In the tempera-
ture range where the bulk �i.e., subsurface� structure is main-
tained �0–1250 K�, the largest percentage of atoms have co-
ordination numbers of 12, showing that they are atoms
within a bulk-fcc lattice. As annealing temperatures increase,
one sees that the final relaxed structures show a small spike
in numbers of atoms having coordination numbers of 9. This
corresponds to an increase in atoms on a Au�111� surface.
When this cluster is annealed at 1500 K, a phase transition
takes place, and the gold nanoparticle becomes amorphous as
clearly seen in Fig. 6.

Within this framework, additional morphology studies on
other nanoparticles, such as the prominent Au55 cluster are
possible. We have already run dynamics simulations on
�3000 different Au55 structures to find its lowest-energy ge-
ometry. Although a wide range of structures are found very
close in energy, we found the icosohedral structure to be
most stable. More thorough investigations on gold nanopar-
ticles will be the aim of future work.

IV. CONCLUSIONS

We have developed a new Au potential within the frame-
work of the ReaxFF class of reactive force fields. This po-
tential has been based on first-principles PBE-GGA data, and
is capable of reproducing important features of the Au bulk
equations of state. This potential also shows quite good
agreement with the first-principles data for surface diffusion
reactions, and sometimes displays noticeable differences
with surface calculations with other gold potentials in the
family of �M�EAM methods. Furthermore, without explicit
parameterization, this variant of ReaxFF is capable of cap-
turing the stabilities of Au single crystal surfaces as well as

FIG. 4. �Color online� Gold clusters simulated with ReaxFF and
their relaxed structures after different temperature annealing
procedures.

FIG. 5. �Color online� The percent composition of gold atoms
with different coordination numbers. The different curves are for
the initial bulk-truncated Au1514 cluster and after annealing at 1000,
1250, and 1500 K.

FIG. 6. �Color online� Illustrations of the Au1514 cluster before
and after annealing at 1500 K. Atoms are colored according to their
coordination numbers. Models on the left show the outer shell of
the full nanoparticle, while models on the right show the nanopar-
ticles with cross-sectional cut to show their cores.
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binding energies of small nanoclusters of gold.
This ReaxFF potential has been applied to study the struc-

ture of nanoparticles of different sizes under different tem-
perature regimes to access the morphology of new nanopar-
ticle structures. We find that over the course of an annealing
procedure, well-ordered structures become amorphous at
high temperature, and large nanoparticles annealed at high
temperatures can then relax into a differently structured
nanoparticle when cooled. That such phase transitions occur
may potentially affect how nanoparticles are viewed under
ambient reaction conditions and how their catalytic proper-
ties can be interpreted.

The aim of the present work was to present and test our
new ReaxFF force field for Au bulk, surfaces, and nanopar-
ticles. In later work, we aim to apply this force field to pro-
vide in-depth analysis of accessible structures for a wide dis-
tribution of Au nanoparticles.

ACKNOWLEDGMENTS

Support from the Alexander von Humboldt Foundation
�AvH�, the Fonds der Chemischen Industrie �FCI�, and the
Deutsche Forschungsgemeinschaft �DFG� within the Emmy-
Noether Program are gratefully acknowledged. A.C.T.v.D.
acknowledges support from the startup Grant No. KISK
C000032472.

APPENDIX: REAXFF FUNCTIONS AND PARAMETERS

In the ReaxFF formalism, the functional form of the en-
ergy terms in Eq. �1� are the following. Optimized values for
the parameters herein are found in Table III. The bond en-
ergy term,

Ebond = − De
�BOij

� exp�pbe1�1 − �BOij
��pbe2�� , �A1�

where, BOij
�, the bond order of the �-bond between atoms i

and j is

BOij
� = exp�pbo1	 rij

r0
�
pbo2� . �A2�

The van der Waals energy term, which includes repulsive
energies when atoms are too close together, is

EvdW = T�rij�DvdW�exp��ij	1 −
f13�rij�
rvdW


�
− 2 exp�1

2
�ij	1 −

f13�rij�
rvdW


�
 �A3�

where the Taper correction:

T�r� =
20

Rcut
7 r7 −

70

Rcut
6 r6 +

49

Rcut
5 r5 + 1, �A4�

uses the arbitrary cutoff of Rcut=10 Å, and

f13�rij� = ��rij�pvdW1 + ��vdW�−pvdW1�1/pvdW1. �A5�

The energy contribution of overcoordinated atoms is

Eover =

�
j=1

n

�povun1De
�BOij

��

� + Val

�

�1 + exp�povun2���
, �A6�

where � is difference between ideal and actual coordination
of each atom:

� = − Val + �
j=1

n

BOij
� , �A7�

and n is the number of bonds associated with atom i due to
atom�s� j.
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