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A rigorous mathematical foundation for the cluster-expansion method is presented. It is shown that the
cluster basis developed by Sanchez et al. �Physica A 128, 334 �1984�� is a multidimensional discrete Fourier
transform while the general formalism of Sanchez �Phys. Rev. B 48, 14013 �1993�� corresponds to a multi-
dimensional discrete wavelet transform. For functions that depend nonlinearly on the concentration, it is shown
that the cluster basis corresponding to a multidimensional discrete Fourier transform does not converge, as it is
usually assumed, to a finite cluster expansion or to an Ising-type model representation of the energy of
formation of alloys. The multidimensional wavelet transform, based on a variable basis cluster expansion, is
shown to provide a satisfactory solution to the deficiencies of the discrete Fourier-transform approach. Several
examples aimed at illustrating the main findings and conclusions of this work are given.

DOI: 10.1103/PhysRevB.81.224202 PACS number�s�: 64.60.Cn, 71.15.Nc, 81.30.Bx

I. INTRODUCTION

An important goal of the theory of statistical thermody-
namic is to provide a full and complete description of the
state of compositional short- and long-range order in alloys.1

Advances in both the theoretical and experimental fronts
have depended heavily on the availability of a formal frame-
work for the representation of functions of configurations
such as the energy of alloy formation, observed x-ray diffuse
scattering, band gaps in semiconductors, etc.

The use of an orthogonal and complete cluster basis to
describe such functions was originally developed for the cal-
culation of alloy phase diagrams,2–4 which were based on
empirical Ising-type models for the energy and on the
cluster-variation method5 for the treatment of the configura-
tional entropy. The success of such calculations in reproduc-
ing general features of experimentally observed phase dia-
grams spurred interest in the development of first-principles
approaches to alloy thermodynamics. In particular, Connolly
and Williams6 proposed to combine the cluster-basis descrip-
tion with first-principles total-energy calculations of ordered
compounds so as to obtain a representation of the energy of
formation of alloys in any state of order. The promise to
establish a bridge between ab initio alloy theory with statis-
tical thermodynamic launched several efforts to formalize
the approach.

A framework for the implementation of the method of
Connolly and Williams6 was introduced by Sanchez et al.7 in
1984. The foundation of the formalism is the construction of
a complete and orthonormal cluster basis in configurational
space, which allows the description of functions of configu-
rations in terms of cluster-expansion �CE� coefficients. The
approach, known as the CE method, has been used exten-
sively in combination with first-principles calculations of
physical properties of metallic and semiconductor alloys. For
the case of the energy of alloy formation, the method casts
the energy in the form of an Ising-type model with constant
expansion coefficients.

An important development in the evolution of the CE was
the introduction by Asta et al.8 and Wolverton et al.9 of basis
functions that resulted in concentration-dependent effective

cluster interactions. The results presented in Refs. 8 and 9
laid the ground for the development of a general formalism
for the cluster expansion by Sanchez in 1993.10

However, the general theory of the CE �Ref. 10� was used
by Gonis et al.11 to raise serious questions regarding the
validity of the expansion in the thermodynamic limit. The
main conclusion of Ref. 11 is that energy of formation of
alloys cannot be reduced to an Ising-type model with
concentration-independent effective cluster interactions. In-
terestingly enough, the work embodied in Refs. 8–11 has not
been addressed, one way or the other, by the community of
practitioners of the CE which has consistently, and exclu-
sively, continued to use the basis introduced by Sanchez et
al.7 to expand a variety of physical quantities in order to
infer, and even predict, complex alloy behavior. At this point
in time, the conclusions arrived at by Gonis et al.11 bring into
question the validity of a significant body of work accumu-
lated over more than 20 years, and solidly incorporated into
the scientific literature.

Thus, one goal of this paper is to clarify a state of affairs
concerning the CE method that, at best, can be characterized
as confusing. To summarize our main results, we show that
the CE is a rigorous mathematical formalism for the repre-
sentation of functions of configurations. In particular, we
show that an expansion in the basis developed in Ref. 7
corresponds, exactly, to a multidimensional Hadamard
transform12 and, therefore, to a multidimensional discrete
Fourier transform �MDFT�. In this basis, functions of con-
figurations are represented by a cluster spectrum. Likewise,
the general formalism of Sanchez10 corresponds to a multi-
dimensional discrete wavelet transform that resolves func-
tions of configuration in terms of their cluster spectrum and
their concentration.

The fact that the cluster expansion is on a rigorous math-
ematical foundation implies, of course, that some of the re-
sults of Gonis et al.11 are incorrect. The formalism developed
here will show that the mathematical errors of Gonis et al.11

are simply related to the fact that one must exercise some
care in taking the limit of sums over an infinite number of
clusters. Nevertheless, the main conclusion of Gonis et al.,11

namely, that the energy of formation of alloys cannot be cast
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in the form of an Ising-type model, is correct. The main
culprit is, somewhat trivially, the nonlinear concentration de-
pendence of the energy of formation of the random alloy
which, in the thermodynamic limit, introduces an infinite
number of vanishingly small Fourier-transform coefficients
or, in the terminology of the CE, an infinite number of ex-
pansion coefficients in the basis of Ref. 7. The end result is
that the energy of formation in the basis of Sanchez et al.7

does not reduce to a finite sum of cluster coefficients, i.e., to
an Ising-type model. In this basis, the representation of the
energy of formation as a CE, i.e., as a MDFT, is of course
correct although of no obvious practical value.

We show that the general formalism of Sanchez,10 which
leads to a multidimensional discrete wavelet transform
�MDWT�, provides a simple resolution to the shortcomings
of the multidimensional discrete Fourier transform by resolv-
ing the energy into two components, the random energy and
the ordering energy. The random energy depends only on
concentration while the ordering energy depends on short-
and long-range order. The ability of the MDWT to resolve
the cluster spectrum and the concentration dependence of the
ordering energy results in a CE with concentration-
dependent effective cluster interactions. However, it is also
possible to use a MDFT to expand the ordering energy in the
basis of Ref. 7, in which case its representation is in the form
of an Ising-type model.

The organization of the paper is as follows: we begin in
Sec. II with a brief review of the general formalism of the
CE as developed in Ref. 10 and include the formulation of
the method in vector space in Sec. II B. Section III is de-
voted to the interpretation of the CE as a multidimensional
discrete Fourier transform and as a multidimensional discrete
wavelet transform. The method, which is applicable to any
topology of the underlying lattice, is adapted to periodic
crystals in Sec. IV. Brief comments connecting the CE with
the general theory of statistical thermodynamics of alloys are
presented in Sec. V. The implementation of the inversion
method of Connolly and Williams6 is treated in Sec. VI. We
conclude with examples in Sec. VII and a summary of the
main results in Sec. VIII.

II. CLUSTER EXPANSION FORMALISM

In this section we briefly review the CE formalism devel-
oped in Ref. 10. We will restrict our discussion to binary
systems although the basic CE framework can be extended to
multicomponents alloys. Thus, we consider an N-point clus-
ter consisting of two type of atoms, A and B. The type of
atom at point p in the cluster is given by the spin variable �p
which equals 1 or −1 for A and B atoms, respectively. A
configuration of the system is given by �� = ��1 ,�2 , . . . ,�N�.
The fundamental idea behind the CE is to construct a set of
basis functions for the 2�2 configurational space corre-
sponding to N=1, and to build a set of basis functions for an
arbitrary value of N by carrying out a direct product of the
N=1 basis over all the points p in the cluster.

For N=1, the basis functions are �1,������ with10

����� =
� − tanh���

�1 − tanh���2
, �1�

where �= �1 and � is a real number. The meaning of � and
the important role it plays in the convergence of the CE will
be discussed in Sec. III B.

The functions �1,������ are such that they form a com-
plete and orthonormal basis under a scalar product defined
by

�f ,g	� = 

�=�1

� e��

2 cosh���� f���g��� , �2�

where f��� and g��� are functions in the two-dimensional
space. The orthogonality and completeness of the basis are
expressed by

�1,��	� = 0, �3�

�1,1	� = ���,��	� = 1, �4�

1 + ����������� = ��,��
2 cosh���

e�� . �5�

For a general N-point cluster the corresponding complete
and orthonormal basis set in configurational space, of dimen-
sion 2N, is obtained by carrying out the direct product of the
two-dimensional basis functions �1,������. The basis func-
tions in question are

��
���� �� = 

p��

����p� , �6�

where the subindex � refers to one of the 2N clusters of
points in the N-point cluster and �� � is the set of spin vari-
ables contained in cluster �. The set includes the empty clus-
ter ��=0� for which �0

���� �=1. A given cluster � will be
labeled by a set of indices �= �	 , p ,
�, where 	 denotes the
type of cluster �e.g., point, nearest-neighbor �nn� pairs, etc.�,
p refers to its location, and 
 to its orientation in the N-point
cluster.

The scalar product of Eq. �2� becomes

�f ,g	� = 

��

KN
��x��� ��f��� �g��� � �7�

with

KN
��x� = � e�x

2 cosh����N

, �8�

and, where

x��� � =
1

N


p=1

N

�p =
NA − NB

N
, �9�

with NA and NB the number of A and B atoms in configura-
tion �� , respectively.

The orthonormality and completeness of the basis func-
tions ���

���� �� follow from the corresponding properties of
the basis �1,������ and are expressed by

J. M. SANCHEZ PHYSICAL REVIEW B 81, 224202 �2010�

224202-2



���
�,��

�	� = 

��

KN
��x��� ����

���� ����
���� �� = ��,� �10�

and



�

��
���� ����

���� ��� = 
p=1

N

�1 + ����p�����p��� =
��� ,���

KN
��x��� ��

.

�11�

It follows from the orthonormality and completeness of
the basis ���

���� ��� that a function of configuration f��� � can
be written as

f��� � = 

�

j������
���� �� �12�

with

j���� = �f ,��
�	�. �13�

This representation of f��� � is commonly referred to as the
cluster expansion. We re-emphasize at this point that the pa-
rameter � can be any real number and it generates an infinite
number of basis sets ���

���� ���, all of which are orthonormal
and complete in the configurational space �� .

As pointed out in Ref. 10, the scalar product of Eq. �7�
can be written as

�f ,g	� = 

NA=0

N

DN
��x��� ���f ,g�x �14�

with

DN
��x� = KN

��x�
N!

NA!NB!
�15�

and, where �f ,g�x stands for

�f ,g�x =
NA!NB!

N! 

��

�f��� �g��� � �16�

with the sum over �� restricted to configurations such that
NA−NB=Nx.

In the limit N→�, we have,10

lim
N→�

= DN
��x� = �x,tanh���, �17�

where � is the Kronecker delta. Thus, it follows from Eq.
�14� that

lim
N→�

�f ,g	� = lim
N→�

�f ,g�tanh��� �18�

and, in particular, that

lim
N→�

���
�,��

�	� = lim
N→�

���
�,��

��tanh���. �19�

A. Transformation between basis sets

The basis sets for different values of � can be shown to be
related by a linear transformation.10 Using Eq. �12� to ex-

pand the functions ��
���� �� in the basis ���

����� ���, we can
write

��
���� �� = 


�

���
�,��

��	����
����� �� . �20�

The projections ���
� ,��

��	�� can be easily calculated using
the definition of the scalar product given by Eq. �7� and are
given by

A��
��� = ���

�,��
��	�� =�

0 for ��” �

� cosh���
cosh����

�n�

for � = �

a��
��� for � � � ,

�
where the matrix elements a��

��� are

a��
��� =

�cosh����n�

�cosh�����n�
�x�� − x���n�−n�� �21�

and, where n� and n� are the number of points in clusters �
and �, respectively, and x�=tanh���.

The transformation matrix A��� is nonsymmetric and, by
properly ordering the clusters such that for any cluster � all
its subclusters are lower in the hierarchy, A��� can be written
as a lower triangular matrix. Thus, we can write Eq. �20� as

��
���� �� = 


���

A��
�����

����� �� , �22�

where the sum is over clusters � contained or equal to the
cluster �. We note that the matrix of the linear transforma-

tion between the functions ���
���� ��� and ���

����� ��� is inde-
pendent of N and, therefore, holds valid for infinite systems.
It can be easily shown that the inverse of the transformation
A��� is A���,





A�
���A�

��� = 

����

A�
���A�

��� = ��,�. �23�

The linear relation between the basis sets for different
values of � implies that the expansion coefficients for differ-
ent basis are also related by the same transformation,

�f ,��
�	� = 


���

A��
����f ,��

��	��. �24�

As we shall see in Sec. III B, the transformation A���

plays an important role in the theory of the CE and, particu-
larly, in the development of fast converging expansions.

B. Vector space representation

In this section we cast the CE formalism in terms of a
vector space representation. The objective of the expansion
is to describe functions of configurations of the form
f��� � :V�� →R between the 2N configurational space V�� and
the real numbers. Following standard procedures, we con-
struct a linear transform that maps a 2N input vector in the
configurational space V�� into a linear combination of vectors
in V�� also of dimension 2N.

For N=1, the 2�2 transformation matrix is given by
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M1
� =

1
�2 cos���

�e�/2 0

0 e−�/2 ��1 ���1�
1 ���− 1�

� . �25�

The transform matrix M1
� is such that

M1
��M1

��T = �M1
��TM1

� = I , �26�

which follows from the orthogonality and completeness of
the basis functions �1,����� given by Eqs. �3�–�5�.

For a general value of N, the direct product of the 2�2
discrete spaces over all sites p results in a 2N�2N matrix
representation MN

� of the transform obeying the relations,

MN
��MN

��T = �MN
��TMN

� = I �27�

with the rows of MN
� given by vectors v��

� of the form

v��
� = �KN

��x��� ���� ���� � , �28�

and where the components of �� ���� � are the basis function
���

���� ��� defined in Eq. �6�. The matrix of the CE transform
can be written as

MN
� = �N

��N
�, �29�

where �N
� is a diagonal matrix with elements given by

��N
���� ,�� = �KN

��x��� �� �30�

and where �N
� is a 2N�2N matrix with rows given by the

vectors �� ���� �.
It follows from Eq. �27� that a function f��� �, represented

in the space V�� by a �row� vector f�, can be written as

f� = f�MN
��MN

��T = �f��N
����N

����N
��T. �31�

The expansion coefficients defined in Eqs. �12� and �13�
are given by the components of the vector �f��N

����N
��,

namely,

j���� = �f��N
����N

���. �32�

Thus, the vector space representation of f��� � of Eq. �31� is
identical to the expansion given by Eq. �12�.

III. INTERPRETATION OF THE CLUSTER EXPANSION

The formalism presented in Sec. II provides a complete
and rigorous formulation of the CE method previously de-
veloped in Ref. 10 and includes the basis of Sanchez et al.7

for �=0. In this section, we establish a direct connection
between the CE for �=0 with the well-developed theory of
the Hadamard transform which is itself equivalent to a mul-
tidimensional discrete Fourier transform of size 2N=2
�2¯ �2. We also show that by introducing the parameter
�, the CE expansion is closely related to a multidimensional
wavelet transform.

A. Basis for �=0

The transformation corresponding to the cluster expansion
for �=0, as well as the basis functions ��

0��� ��, are well
known and widely used in applications such as signal pro-

cessing, data compression, and quantum algorithms. The
transformation is known as the Hadamard12 transform and
the basis functions ��

0��� ��, which take values �1, are Walsh
functions of the discrete variable �� �.12

Hadamard matrices HN of order 2N can be constructed for
every non-negative value of N. A well-known recursive al-
gorithm to construct such matrices is

HN =
1
�2

�HN−1 HN−1

HN−1 − HN−1
� .

Thus, defining H0=1, the Hadamard matrix H1 is

H1 =
1
�2

�1 1

1 − 1
� .

It is also well known that H1 is equal to the matrix of the
2�2 discrete Fourier transform. Thus, a Hadamard trans-
form of order N is exactly a MDFT of order 2N=2�2¯
�2.

An alternative algorithm for the matrix element �HN�i,j,
with i and j running from 0 to 2N−1, uses the binary repre-
sentation of the indices i and j,

�HN�i,j =
1

�2N
�− 1�i�·j�, �33�

where i�· j� is the dot product of the binary representation of
the numbers i and j �for example, for i=4 and j=5, i�· j�
= �1,0 ,0� · �1,0 ,1�=1�.

Equation �33� for the i , j element of the Hadamard
matrix follows from a one-to-one correspondence between
the binary representation of the set of integers
i= �0,1 , . . . ,2N−1� and the 2N configurations �� . For a given
configuration �� = ��1 ,�2 , . . . ,�N�, the string i�= ��1+�1� /2,
�1+�2� /2, . . . , �1+�N� /2� corresponds to a vector of length
N with components equal to 0 or 1 and, therefore, to the
binary representation of an integer i with 0� i�2N−1. Like-
wise, a correspondence can be established with the 2N clus-
ters � by assigning the set of positions �p� of the nonzero
elements in i� to a cluster �.

The ith row of the Hadamard matrix is then

h� i =
1

�2N
�1,�− 1�i�·1�,�− 1�i�·2�, . . . ,�− 1�i�·m� � , �34�

where m� stands for the binary representation of 2N−1. Each
component j in h� i corresponds to the value of the basis func-
tions ��

0��� �� for cluster j in configuration i.
It follows from Eq. �26� that the matrix of the CE for N

=1 and �=0, i.e., M1
0, is identical to H1. It is also straight-

forward to show that the transformation matrix correspond-
ing to the CE for �=0 and any value of N, i.e., MN

�, is equal
to the matrix of the Hadamard transform of order N. Thus,
the CE for �=0 is exactly a multidimensional discrete Fou-
rier transform.

We expand briefly on the multidimensional DFT since it
is a familiar and widely accepted approach. Consider a
N-dimensional function f�x��= f�x1 ,x2 , . . . ,xN� of the discrete
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variables xn. For each one of the N dimensions, the discrete
variables take values xn= �0,1 , . . .Mn�. The multidimensional
DFT is defined as

F�k�� =
1


j=1

N

Mj



n1=0

M1−1

. . . 

nN=0

MN−1

e−2�ik�·�x�/M� �f�x�� , �35�

where x� /M� stands for

x�/M� = �x1/M1,x2/M2, . . . ,xN/MN� ,

and the inverse transformation is

f�x�� = 

k1=0

M1−1

. . . 

kN=0

MN−1

e2�ix�·�k�/M� �F�k�� . �36�

We can translate the multidimensional DFT into the nota-
tion of the cluster expansion as follows. The number of dif-
ferent dimensions of the total space is the number of points p
in the system, i.e., N, and the discrete variables xp are xp
= �1+�p� /2 with p=1,2 , . . .N. The xp take values 0 or 1 and,
therefore, Mn=2 for all subspaces n=1,2 . . .N of the
2N-dimensional space �� . Thus, the DFT of Eq. �35� becomes

F�k�� =
1

2N

��

�− 1�k�·x� f��� � �37�

and the inverse DFT,

f�x�� = 

k�

�− 1�k�·x�F�k�� . �38�

The vector k� = �kj�, with N components kj that take values
0 or 1, corresponds to a cluster � given by the set of posi-
tions �p� in k� with kj�0. In Eqs. �37� and �38�, �−1�k�·x� is the
value of value of the basis function ��

0��� �� for cluster k�, i.e.
�, in configuration x�, i.e. �� . Therefore, Eq. �37� is

F�k�� �
1

2N

��

f��� ���
0��� �� = �f ,��

0	0 = j���� �39�

and the inverse DFT of Eq. �38�,

f�x�� � f��� � = 

�

�f ,��
0	0��

0��� �� , �40�

which is identical to the expansion of Eq. �12� for �=0.
In the limit of N→�, the multidimensional DFT becomes

a continuous transformation described by a Fourier-
transform operator. However, for practical applications, the
standard procedure is to work with the discrete version of the
Fourier transform and increase the number of waves, or clus-
ters, so as to obtain a good representation of the function of
interest. It is not uncommon to encounter functions that re-
quire a very large number of Fourier components, possibly
infinite, in order to achieve an accurate representation of the
function. In such cases, although the Fourier transform is of
course valid, it does not provide a particularly useful repre-
sentation. This is precisely the case for the energy of forma-
tion of binary alloys.

Thus, we next address the issue of whether or not it is
possible to describe the energy of formation of a binary alloy
using an Ising-type representation of the energy with a finite
number of concentration-independent pair and multisite ef-
fective interactions. To that end, we consider a periodic lat-
tice with N points and the function f �2���� �=x2��� �, where
x��� � is the concentration of configuration �� given by Eq. �9�.
It follows trivially from Eq. �9� that the CE of f �2���� � is given
by

f �2���� � =
1

N
+

1

N2

p



p��p

�p�p�, �41�

where the sum is over all N�N−1� pairs �p , p��. The corre-
sponding expansion coefficients are j0�0�=1 /N and
j�p,p���0�=1 /N2.

It is straightforward to show �see Eq. �37�� that the mul-
tidimensional DFT of f �2���� � is given by

X�k�� =
1

N
��k��,0 +

1

N2��k��,2 �42�

and, therefore,

f �2���� � = f �2��x�� =
1

N
+

1

N2

k�

��k��,2�− 1�k�·x� . �43�

Equations �41� and �43� are of course the same and show
that the CE �or DFT� of x2��� � involves an infinite sum over
all N�N−1� pairs �or vectors k� with �k��=2�. While the CE
clearly converges in the limit N→�, the sums in Eqs. �41�
and �43� are on the order of N2 and, therefore, functions that
have a nonlinear dependence on x��� � cannot be described by
a finite sum of Fourier transform or cluster coefficients. With
regard to the energy of formation of binary alloys, such a
nonlinear dependence in concentration is always present in
the energy of the totally disordered or random configuration.
Thus, an important and dominant component of the energy of
formation, namely, the energy of the random alloy cannot be
expressed in the form of an Ising-type model with
concentration-independent interactions. This fact brings into
question the validity of essentially all applications of the
cluster expansion to date which, as mentioned in Sec. I, have
exclusively used the CE in the basis with �=0.

In the context of the CE, resolving the energy of forma-
tion of the random alloy from the rest of the energy, which is
usually referred to as the ordering energy, is achieved in a
straightforward manner by using a set of basis functions for
the CE with a value of � that is matched to the concentration
of the alloy under consideration. This approach, discussed
further in Sec. III B, leads to a representation of the energy
of formation in terms of the energy of the random alloy,
which depends only on concentration, plus the ordering en-
ergy which one might expect can be described by a rapidly
convergent CE. The issue of whether the ordering energy can
be represented by an Ising-type model, i.e., with
concentration-independent expansion coefficients, will be
addressed with the specific example of Fe-Co alloys in Sec.
VII.
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B. Basis �Å0

As shown in Sec. III A, the CE for �=0 is a multidimen-
sional DFT. For ��0, the CE correspond to the closely
related MDWT of size 2�2¯ �2. Discrete wavelet trans-
forms are commonly used in the analysis of time-dependent
signals f�t�. While the Fourier transform allows for a full
frequency resolution of f�t�, it provides no resolution in time
and, therefore, no information as to what frequencies might
be relevant at a given time t. The idea behind wavelet analy-
sis is to use a scalable and modulated window that can be
shifted along the time axis for different scales or sizes of the
window and to determine the frequency spectrum as a func-
tion of the window’s scale and translation. For each transla-
tion and scale, the result is a time-frequency representation
of the signal f�t�.

In the terminology of binary alloys, the CE for �=0 al-
lows perfect resolution of functions of configuration in terms
of clusters �or frequencies� with the cluster spectrum given
by the expansion coefficients j��0�. Resolution in both clus-
ters and concentration can be achieved by expressing a given
function f��� � in the basis ���

���� ��� with tanh��� equal to the
concentration x of configuration �� . The functions ��

���� � are
then multidimensional wavelets, derived from the mother
wavelets ��

0��� � by means of a translation of tanh��� and a
compression of cosh��� in each of the 2�2 configurational
subspaces.

It is instructive to see the effect of the MDWT on the
expansion of the function f �2�=x2��� � considered in Sec.
III A. For an arbitrary value of �, the expansion coefficients
j���� can be easily obtained from the definition of the scalar
product of Eq. �7�. All expansion coefficients j���� vanish
identically except for the empty, point, and pair clusters. For
the relevant clusters, the projections of f �2���� � are

j0��� = �f �2�,1	� = x�
2 +

1 − x�
2

N
,

j�p���� = �f �2�,��p�
� 	� = x�

�1 − x�
2�N − 1

N2 � ,

j�p,p����� = �f �2�,��p,p��
� 	� =

1 − x�
2

N2 ,

where x�=tanh��� and �p� and �p , p�� refer to the point and
pair clusters, respectively. The expansion coefficients for
these clusters are independent of the location of the cluster in
the lattice.

Thus, the full CE of f �2���� � in a basis with a fixed value of
� is

f �2���� � = x�
2 +

1 − x�
2

N
+ x�

�1 − x�
2�N − 1

N2 �

p

��p − x��
�1 − x�

2

+
1 − x�

2

N2 

p



p��p

��p − x����p� − x��

�1 − x�
2 �

. �44�

We note that for x�=0 �i.e., �=0� we recover the expan-
sion or DFT calculated in Sec. III A. We also note that for a
fixed and arbitrary value of � the sums over clusters in Eq.

�44� will in general diverge and the CE will not reduce to a
sum over a finite number of terms. However, by matching
the basis � with the concentration x��� �, i.e., making x�

=x��� �, the CE �or MDWT� is

f �2���� � = x2 +
�1 − x2�

N �1 + 

n

�n
�zn − x2�
�1 − x2� � , �45�

where zn is the pair-correlation function for pair n and �n is
the corresponding number of pairs per lattice point �i.e., half
the coordination number of pair n�. The quantity in the
square brackets vanishes and, therefore, the MDWT repro-
duces f �2� exactly.

The results for the simple example of f �2���� � can be gen-
eralized by means of the transformation A��� developed in
Sec. II A. In particular, the CE coefficients j���� in the basis
set ��

���� �� are directly related to the coefficients j��0� for
�=0 by the transformation A�,0 �see Eq. �21��. Thus, from
Eq. �24� we obtain

j��x� = �1 − x2�n�/2� j��0� + 

���

x�n�−n��j��0�� , �46�

where n� and n� are the number of points in clusters � and
�, respectively, and where we have made explicit the con-
centration dependence of j��x� by taking x=tanh���.

Equation �46� is central to the CE. It expresses the CE
coefficients at concentration x, j��x�, as an infinite sum of the
DFT or CE coefficients j��0� for �=0. For a given cluster �
with n� points, the corresponding coefficient j��x� is given
by a power series in x in which the coefficient of xm is a sum
over all clusters � of the bare DFT coefficients j��0� with
n�+m points. Thus, by including higher values of m we can
introduce into the CE the contributions to j��x� from all clus-
ters that contain the cluster �.

We defer further discussion of Eq. �46� until we adapt the
CE to the special case of periodic crystalline binary alloys. In
this regard, we note that the formalism as developed so far
applies to any topology of the N-point cluster and, thus, it is
more general than needed for the usual application of the CE
to crystalline systems. For the case of infinite crystalline lat-
tices, or alternatively, systems with periodic boundary con-
ditions, the space-group symmetry of the lattice results in a
significantly simplified version of the cluster expansion that,
in turn, can be interpreted in terms of a generalized statistical
theory of alloys.

IV. PERIODIC LATTICES

Of particular interest is the application of the CE to func-
tions f��� � for binary alloys defined on a periodic lattice with
a given space-group symmetry. The symmetry operations of
the space group of the undecorated lattice are of the form
�� ���, where � is a point-group symmetry operation and � is
a lattice translation. For such systems, we label a cluster � by
the indices �	 , p ,
	�, where 	 refers to the type of cluster
�e.g., shape and size�, p= �1,2 , . . . ,N� is the location of the
cluster in the lattice �e.g., the origin of the primitive unit cell
containing the center of mass of the cluster�, and 
	

= �1,2 , . . . ,�	� refers to one of the �	 clusters in the orbit of
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�= �	 , p ,
	� generated by the point-group symmetry of the
lattice. Thus, N�	 is the total number of clusters of type 	 in
the lattice.

Consider a space-group symmetry operation �� ��� of the
undecorated lattice acting on the crystal in a given configu-
ration �� . The configuration �� is transformed into a configu-
ration �� � that is a permutation of the elements in �� , a given
cluster �= �	 , p ,
	� transforms into ��= �	 , p� ,
	��, the basis
functions ��

���� �� into ���
� ��� ��

� � and f��� � into f��� ��. Since the
projection �f ,��

�	� involves a sum over all configurations ��
�or �� ��, it follows that in the absence of external fields, i.e.,
in the absence of spatial biases, the expansion coefficients of
f��� � have the space-group symmetry of the underlying lattice
and, therefore, are independent of the location p or orbit 
	

of cluster �,

�f ,��
�	� = ������f ,��

�	� = �f ,���
� 	�. �47�

Using the symmetry of the expansion coefficients, the
cluster expansion of Eq. �12� can be written as

f��� � = J0��� + 

	�0

�	J	���z	
���� � , �48�

where

z	
���� � =

1

N�	


p=1

N




	=1

�	

��	

� ��� �	
� �49�

with the expansion coefficients given by

J0��� = �f ,�0
�	� = j0��� �50�

and

J	��� = N�f ,��	

� 	� = Nj�	
��� �51�

with �	= �	 , p ,
	�.
A few comments concerning the functions z	

���� � and the
coefficients J	��� are in order. First we note that in the limit
of N→� and for � such that tanh���=x, with x the concen-
tration of configuration �� , the z	

���� � become continuous vari-
ables that vanish for the random state and are such that
�z	

���� ���1. For the random state we specifically mean con-
figurations for which the correlation functions in the basis
�=0 are given by z	

0��� �=xn	 with n	 the number of points in
cluster 	. Furthermore, the variables �z	

�� are the specific
versions of extensive variables X	

�=Nz	
� with X	

� given by the
unnormalized sum in Eq. �49�.

With regard to the expansion coefficients, we note that the
j	��� for 	�0 can be obtained by projecting the function
f��� � onto any cluster � of type 	 irrespective of its location
p or orientation 
	 in the lattice. We also see from Eq. �51�
that the relevant CE coefficients for 	�0 are J	���
=Nj�	

���, showing that the projections j���� are, at least, of
order 1 /N.

From the linear relation between the ��
���� �� for different

values of � �see Eq. �22��, it follows that one set of variables
�z	

�� can be written as a linear combination of any other set of

variables �z	
���,

z	
���� � = 


	��	

B		�
���z	�

����� � , �52�

where the sum is over all subclusters of 	, including 	�=	
and 	�=0. If the cluster of type 	� is not a subcluster of 	

the coefficients B		�
��� equal 0, otherwise they are given by

B		�
��� = N	�

	 ��	�

�	
�A		�

��� �53�

with N	�
	 the number of clusters of type 	� in a cluster of

type 	 and A		�
��� are defined in Eq. �21�. It also follows from

Eqs. �21�, �52�, and �53� that the inverse of B��� is B���.
As discussed in Sec. III B, one can achieve significant

improvement in the convergence of the coefficients of the
CE by matching the basis � to the concentration x of the
function under study. We will refer to this approach as the
variable basis cluster expansion or VBCE. The general form
of the expansion coefficients in the VBCE for periodic sys-
tems, i.e., the equivalent of Eq. �46�, follows directly by
applying the transformation B�0 to the DFT coefficients
J��0�. The result is

J	�x� = �1 − x2�n	/2

m=0

m	
�0�

xmK	
�m�, �54�

where, as before, n	 is the number of points in the cluster of
type 	, x is the concentration of the configuration �� under
consideration, m	

�0� is an integer that sets the maximum size
n	+m	

�0� of the clusters contributing to J	�x�, and where K	
�m�

is given by

K	
�m� = 


	�

�N	
	�� �	

�	�
�J	��0� . �55�

In Eq. �55� the sum over 	� is over all clusters with n	+m

points, N	
	� is the number of 	 clusters contained in 	�, and

J	��0� are the coefficients of the DFT or, equivalently, the CE
coefficients for �=0. As we shall see in Sec. VII the coeffi-
cients K	

�m� are the parameters to be determined in a standard
fitting of the CE coefficients to the energies of ordered com-
pounds, which are typically calculated using ab initio meth-
ods.

V. CE AND THE STATISTICAL THEORY OF ALLOYS

The formalism developed for the CE identifies a complete
set of configurational variables for any function of configu-
ration. For systems defined on a periodic lattice, these con-
figurational variables, which one may call canonical, are the
set �z	

���� �� with tanh���=x��� �. As mentioned in the previous
section, the variables in question are the specific versions of
extensive variables X	=Nz	

�, they vanish for the random
state and are such that �z	

���1. It also follows from the for-
malism that for the choice tanh���=x��� �, the variable asso-
ciated with point cluster vanishes, i.e., z1

��0.
The CE is particularly well adapted to describe extensive

functions in configurational space, such as the energy of for-
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mation of alloys. With the choice of X	 as the configurational
variables, an extensive function E��X	�� takes the form

E��X	�� = E0�x� + �E��X	�� , �56�

where E0�x� is the value of the function in the random state,
which depends only on concentration, and where �E��X	��
contains all information on the dependence of the function
on short- and long-range order at a fixed concentration x.
Both functions are extensive and, in particular, �E��X	��,
being a homogeneous function of degree 1, can be written as

�E��X	�� = 

	
� ��E

�X	
�

X�
X	. �57�

Therefore, the expansion coefficients J	�x� are the partial
derivatives of �E��X	�� with respect to X	. It also follows
from Euler’s homogeneous functions theorem that

X� · �� ��E

�X	
� = 


	�
� �J	�x�

�X	�
�

X�
X	� = 0, �58�

which holds for all expansion coefficients J	. For a CE at a
fixed value of �, including �=0, Eq. �58� is trivially obeyed
since the J	��� are constants.

In the VBCE representation, Eq. �58� become,

z1
�� �J	�x�

�z1
� �

X�
= 0, �59�

which are also trivially obeyed since z1
��0. However, Eq.

�59� also shows that, for homogeneous functions of degree 1,
the expansion coefficients J	�x� in the VBCE can, in general,
be any function of concentration. We also note that in the
VBCE, a Taylor expansion of �E��X	�� about the random
state, for which X	=0, coincides with Euler’s Eq. �57�.
Therefore, the expansion coefficients J	�x� are the partial
derivatives of �E��X	�� evaluated in the random state.

Thus, in summary, the VBCE provides a standard repre-
sentation of extensive functions with a specific �and conve-
nient� choice of configurational variables that vanish for the
random state. The expansion coefficients J	�x� are at most
function of concentration and correspond to the partial de-
rivatives of �E��X	�� with respect to X	 evaluated in the
random state.

As shown in Sec. III A, a nonlinear dependence in con-
centration cannot be described by a finite set of coefficients
using a DFT or, for that matter, the CE for any fixed value of
�. The problem is satisfactorily resolved using the MDWT
or VBCE, and the solution is generally applicable to any
extensive function. However, for intensive functions, one
cannot rule out nonlinear dependences on the configurational
variables z	

�. In such cases, both the regular CE and the
VBCE require an infinite �or very large� number of expan-
sion coefficients for a reasonably accurate representation of
the function.

It should be apparent that the use of the CE �or the
VBCE� to describe intensive functions needs to be ap-
proached carefully. In statistical thermodynamics, intensive
functions of configuration are given by derivatives of exten-
sive functions with respect to some appropriate intensive

variable. Thus, the obvious solution is to approach the ex-
pansion of intensive functions by expanding the relevant ex-
tensive function for different values of the relevant intensive
variables and calculate the derivatives of the expansion co-
efficients themselves.

VI. INVERSION OF THE CE

A common application of the CE is to use it in conjunc-
tion with ab initio total-energy calculations to obtain the ex-
pansion coefficients or the effective cluster interactions. As
mentioned in Sec. I, the method was first proposed by Con-
nolly and Williams6 in 1983 and, since then, has been exten-
sively used for metallic and semiconductor alloys. The es-
sence of the approach is to calculate a set of energies E�
= �En� for n ordered structures and to fit the coefficients of
the CE for a predetermined set of m clusters 	. Irrespective
of the basis functions used, the problem can always be cast
in the form of a linear relation between the energies E� , a
matrix Z that characterizes the configurations of the n struc-
tures in the basis of choice, and a vector V� that contains all
relevant information of the expansion coefficients for the se-
lected clusters. Thus,

E� = ZV� . �60�

If, as it is generally practiced, the expansion is carried out in
the basis �=0, then the dimension of the matrix Z is n�m.
The rows of Z are the vectors z�n= �z	

0��� n�� with z	
0��� n� given

by Eq. �49� and �� n is the configuration of structure n with
energy En. The components of the vector V� are then the CE
coefficients �	J	�0�. The structure of Eq. �60� remains the
same if one chooses a fixed value of ��0.

In the VBCE described in Sec. IV, we use a different basis
�n for each concentration xn such that tanh��n�=xn. The
components of the vector V� are the coefficients K	

�m� defined
by Eq. �55� which are also linearly related to the energies E�

by a matrix Z. The vector V� is of length m�0� given by

m�0� = 

	=0

m−1

m	
�0�. �61�

It follows that the dimension of the matrix Z is n�m�0� with
rows given by

z�n = ��1 − xn
2�n	/2xn

m	z	
�n��� n�� , �62�

where m	 runs from 0 to m	
�0� and 	 from 0 to m−1.

In most cases, the linear relation of Eq. �60� can only be
solved approximately by means of a least-square fitting of
the expansion coefficients V� to the input energies E� . There
are, however, only two cases to consider and they are distin-
guished by the dimension d� of the null space of the matrix
Z. If d�=0, the solution to the least-square fitting is unique
and is given by

V� = Z+E� , �63�

where Z+ is the pseudoinverse of the matrix Z.
For the case d��0, the linear relation in Eq. �60� is over-

determined and the least-square fitting problem has an infi-
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nite number of solutions. Thus, in such cases, it is customary
to introduce some ad hoc assumption regarding the behavior
of the expansion coefficients in order to select one solution,
say V� 0, out of an infinite number of them. For example, for
such an overdetermined linear problem, Eq. �63� gives the
least-square solution for the case in which the norm of V� is
minimum. Irrespective of the conditions imposed on the
least-square fitting algorithm, they all lead to a particular
solution V� 0, while the general solution to the problem always
remains of the form

V� = V� 0 + Z�
T · Y� , �64�

where Z�
T is the transpose of the matrix of the null space of

Z, which is such that ZZ�
T =0, and Y� is an arbitrary vector of

length d�.
The fact that all applications to date have used the CE in

the basis �=0, requiring an infinite number of CE �or DFT�
coefficients to describe the random component of the energy
of formation, should have essentially forced the use of a
large set of clusters in order to obtain reasonable fitting er-
rors. The need to include large sets of clusters in the CE
normally results in an overdetermined fitting problem.
Among the most commonly used algorithms to select a par-
ticular solution V� 0 is to assume a certain decay of the expan-
sion coefficients with cluster size or to minimize a cross-
validation score for a set of test structures that are not
explicitly included in the least-square algorithm. Assuming a
specific decay of the expansion coefficients is particularly
dangerous since it imposes unknown properties on the func-
tion being expanded. At first sight, minimization of a cross-
validation score would appear to be more promising al-
though one can obviously achieve optimum fitting of the test
structures by including them in the least-square fitting pro-
cedure from the beginning �the predictive capability of the
CE for structures not included in the fitting is, of course, a
valuable a posteriority validation criterium�. The fundamen-
tal flaw with these approaches is that all produce a particular
solution V� 0 to the inversion problem while the general solu-
tion remains of the form given by Eq. �64�.

Thus, the approach proposed here is to use the rapidly
convergent MDWT described in Sec. III B which, with a
moderate effort devoted to the calculation of the energies E� ,
should result in good fitting of the input energies while keep-
ing d�=0 and the least-square minimization unique. We
note, however, that the only advantage of working with d�
=0 is that one can perform the least-square minimization
without having to assume additional properties of the expan-
sion coefficients.

The last observation brings to the forefront the cluster-
selection criterium used in the expansion since, given a set of
linearly independent structures, it is always possible to find a
set of cluster that not only makes d�=0 for the correspond-
ing matrix Z, but also makes the fitting error as small as
desired. In fact, for a CE with n structures, it is relatively
straightforward to find a minimum set of n clusters that will
invert Eq. �60� exactly or, if preferred, with a very small
fitting error. This can be accomplished by considering a suf-
ficiently large pool of clusters that will result in zero �or very

small� fitting error from the particular solution V� 0 for the
overdetermined linear system given by Eq. �63�. As men-
tioned, the particular solution will be such that the norm of
V� 0 is minimum, which is equivalent to making all compo-
nents of V� in the null space of Z equal to zero. Since the
fitting error is invariant to the vectors Y� in Eq. �64�, it is
always possible to find a set of vectors Y� that will vanish a
set of expansion coefficients �V	�, of size d�, while keeping
the fitting error unchanged. We have, of course, considerable
freedom in the choice of the algorithm used to select which
coefficients �V	� to make equal to zero. However, in the
absence of some physical basis for the selection algorithm,
the procedure is simply a mathematical device to achieve
good fitting. Although it is recognized that exact or very
good fitting of the input energies is not necessarily a desir-
able outcome for a CE �since the input energies themselves
have errors�, the point of the argument is that a set of clusters
chosen by means of some algorithm aimed solely at reducing
the fitting error is not necessarily useful or appropriate.

In the absence of any specific insight into the function
being expanded, it appears that the most sensible cluster-
selection criterium is provided by the fact that for �=0 the
CE corresponds to a DFT. Thus, as one would do with any
DFT, the transform should include wave vectors k� for the
smallest frequencies first. In the cluster-expansion terminol-
ogy this means �k��=0, which corresponds to the empty clus-
ter, �k��=1 which corresponds to the point cluster, �k��=2
which corresponds to pairs, and so on.

The lack of a real-space distance in the selection criterium
remains a problem with the CE since, for example, all pairs
correspond to �k��=2. Therefore there is no a priori criterium
to decide when a three-point cluster becomes more important
in the expansion than a long pair. In any event, the available
structures for the fitting procedure will set the maximum
number of pairs that can be included in the inversion while
keeping d�=0 and, normally, all such pairs should be in-
cluded before considering higher-order clusters. In general, a
limited number of higher-order clusters can be found that
also keep the dimension of the null space of Z equal to zero
and, in principle, one can assess their relative contribution to
the expansion. In the next section, we will consider different
applications of the CE and briefly illustrate the effect of clus-
ter selection under different conditions.

VII. EXAMPLES

In this section we considered a few numerical examples
of the inversion of the CE. To implement the inversion, we
will consider 68 structures of a body-centered-cubic �bcc�
lattice. These 68 structures and the ab initio calculation of
the energy of formation for the Fe-Co system are described
in detail in Ref. 13.

A. Inversion of x2

The first example we consider is the DFT, or CE for �
=0, of the square of the concentration, i.e., the function
f �2���� �=x2��� � defined in Sec. III A. The main purpose of this
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example is to illustrate the effect of truncating the CE in a
case for which we know that in the limit N→� an accurate
description of the function involves a sum over an infinite
number of expansion coefficients that are infinitesimally
small. The example is relevant due to the simple fact that we
expect the energy of formation of the random alloy to in-
clude, in all cases, such a concentration dependence.

Including the first eight pairs in the bcc lattice �plus the
empty and point clusters�, the matrix Z in the basis �=0 for
the 68 ordered structures being considered is such that its
null space is of dimension d�=0. Therefore, the solution to
the least-square fitting of Eq. �60� is unique. The resulting
expansion coefficients J��0���10� for the first eight pairs are
shown in Fig. 1. The root-mean-square error of the fit is a
very acceptable ��x2�rms=0.03 but we have obviously
brought into the description of the function f �2���� � a set of
spurious pair interactions. More importantly, in a real alloy
study, the poor implementation of the CE will imply a ficti-
tious structure of the ordering energy �in this case, for ex-
ample, a negative effective pair interaction for second neigh-
bors that is not real�.

The fitting error of f �2���� � can be made as small as desired
by increasing the number of clusters used in the expansion.
This, of course, requires that we settle on the algorithm used
to invert the linear problem of Eq. �60�. In the case of f �2���� �
we have precise knowledge of the function and, in particular,
know that the sum of the squares of the expansion coeffi-
cients is minimum. Imposing this conditions on the expan-
sion coefficients results in a well-posed least-square fitting
problem. Using, arbitrarily, the first 200 pairs in the expan-
sion leads to a fitting of f �2���� � with a root-mean-square error

equal to 0. The expansion coefficients for the first 50 pairs
��103� are shown in Fig. 2. While the inversion is approach-
ing the true DFT of f �2���� �, in practice, the expansion still
generates spurious expansion coefficients that, at best, could
be interpreted as “noise” in the CE.

This simple example reinforces our previous observation
that attempting to fit the energy of a random alloy with a
finite number of effective pair and multisite interactions will
most likely introduce a nonexistent structure into the order-
ing energy which, itself, may lead to erroneous or dubious
predictions regarding the physical behavior of the system.
The example also serves to clearly distinguish between the
CE, which is a rigorous mathematical representation of func-
tions in configurational space, from the algorithm, assump-
tions and/or approximations that one might use in the fitting
procedure.

B. Fe-Co alloys

As an application to a real alloy system, we carry out the
CE and inversion of Eq. �60� using the energies of formation
for 68 Fe-Co ordered compounds calculated using a mixed-
basis plane-wave pseudopotential method as reported in Ref.
13. We first consider the description of the energies of for-
mation using the VBCE with only two terms in the expan-
sion, namely, the coefficient J0�x� for the energy of the ran-
dom alloy and a concentration-dependent nearest-neighbor
�nn� pair interaction J�2,1��x�. We note that in the VBCE the
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FIG. 1. Coefficients J��0� for eight pairs in the CE expansion of
the function f �2���� �=x2��� �. The overall fitting error is ��x2�rms

=0.03.
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FIG. 2. Coefficients J��0� for the first 50 pairs in the cluster
expansion of the function f �2���� �=x2��� �. The fitting has been car-
ried out using 200 pairs, in addition to the empty and point clusters,
with the condition that the sum of the squares of J��0� be minimum.
��x2�rms=0.
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FIG. 3. Energies of formation for 68 Fe-Co compounds obtained
by first-principles total-energy calculations in Ref. 13 �open
circles�, compared to the energies obtained using the VBCE with nn
pairs �filled triangles�. XFe and XCo are the atomic concentrations of
Fe and Co, respectively. The root-mean-square error is �Erms

=0.27 mRy /atom.
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FIG. 4. Coefficient J0�x� for the VBCE of Fe-Co alloys using
nearest-neighbor pairs. J0�x� is the energy of the random alloy.
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basis function z1
���� � �see Eq. �49�� vanishes identically since

tanh���=x. Thus, the expansion coefficient J1�x�, which
plays the role of a chemical potential, does not enter into the
expansion. The next parametrization that needs to be made is
to fix the integers m	

�0� introduced in Eq. �54�. We choose
m0

�0�=4 and m�2,1�
�0� =2 for J0�x� and J�2,1��x�, respectively.

With this choice, the total number of fitting parameters K	
�m�

is eight. Therefore, the energy of formation of the random
alloy is described by a polynomial in x of order 4, and the nn
effective pair interaction by a polynomial of order 2, times
the basis normalization factor �1−x2� �see Eq. �54��. In the
terminology introduced in Sec. III B, we are including con-
tributions to both J0�x� and J�2,1��x� from all clusters in the
lattice up to four points �included�. We also note that for this
minimum set of clusters the matrix Z in Eq. �60� is such that
the dimension of its null space is zero. Thus, the inversion of
Eq. �60� is unique and is given by the pseudoinverse of Z,
namely, Z+.

In Fig. 3 we compare the energies calculated from first
principles to those fitted by means of the VBCE. The overall
fitting, as measured by the root-mean-square error, is 0.27
mRy/atom which, although somewhat larger than the relative
errors expected from the first-principles calculations, it is
quite satisfactory given the fact that we are using the VBCE
at the lowest possible level of approximation �i.e., with nn
pairs�. The coefficients of the expansion as function of con-
centration are shown in Figs. 4 and 5.

As a final example we consider the VBCE for Fe-Co us-
ing a set of clusters consisting of 60 pairs, 20 triangles and

10 tetrahedra. The clusters are selected using a simple com-
pactness criterium based on the sum of the bond lengths. As
in our previous example, we use m0

�0�=4 for the empty clus-
ter and m�2,1�

�0� =2 for the nn pairs. For all other clusters, we
choose m	

�0�=0 so that the corresponding coefficients J	�x�
depend on concentration only through the basis renormaliza-
tion factor �1−x2�n	/2. For the set of fitting parameters �K	

�m��
being considered �91 in total�, the dimension of the null
space of the matrix Z is larger than zero and, therefore, the
inversion of Eq. �60� has an infinite number of solutions. We
approach this problem by building an approximate solution
to the inversion by successively adding clusters to the expan-
sion to fit the residual error of the previous iteration so that,
at each step, the condition d�=0 holds. The starting point of
the fitting procedure is with a set of five pairs, for which
d�=0. Furthermore, we exclude from the fitting five struc-
tures chosen at random and use them to test the predictive
capability of the method.

A typical result of the fitting is shown in Fig. 6. The
root-mean-square error for the 63 structures used in the fit-
ting is �Erms=0.08 mRy /atom and that for the five test
structures is 0.1 mRy/atom. The very rapid decay of higher-
order clusters can be seen in Figs. 7–9, which depict the
expansion coefficients for pairs, triangles and tetrahedra. As
mentioned, the concentration dependence seen for the expan-
sion coefficients with m	

�0�=0 comes from the factor �1
−x2�n	/2 in Eq. �54�. This concentration dependence is simply
the normalization factor �or wavelet stretching factor� of the
basis functions z	

���� � when tanh���=x. Thus, a transforma-
tion of the basis sets �z	

���� �� to �z	
0��� �� will cast the piece of

the energy of formation described by these coefficients in the
form of an Ising-type model with concentration-independent
interactions.
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FIG. 5. Nearest-neighbor pair interaction J�2,1��x� as a function
of x for the VBCE of Fe- Co alloys.
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FIG. 6. Energies of formation for 68 Fe-Co compounds obtained
by first-principles total-energy calculations �circles� compared to
the energies obtained using the VBCE �filled triangles� with 60
pairs, 20 triangles and 10 tetrahedra. The filled circles are five test
compound energies not included in the fitting and the empty squares
are the energies predicted by the VBCE.
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FIG. 7. Pair interactions J�2,n��x� as a function of x for 60
pairs.
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FIG. 8. Three-body interactions J�3,n��x� as a function of x for 20
triangles.
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VIII. CONCLUSIONS

In this paper we have developed a rigorous mathematical
foundation for the cluster-expansion method. It is shown that
the basis introduced by Sanchez et al.7 corresponds, exactly,
to a multidimensional discrete Fourier transform which pro-
vides a representation of functions of configuration in terms
of their cluster spectrum. The general formalism introduced
by Sanchez10 in 1993 is shown to be a multidimensional
discrete wavelet transform that allows to resolve functions of
configurations in terms of clusters and concentrations. This
wavelet transform, called here a VBCE, results in a rapidly
convergent expansion. From the formal point of view, the
rigorous mathematical formulation of the CE should settle in
a definitive way the criticisms11 raised in the scientific litera-
ture regarding the method.

The question of whether or not the energy of formation of
alloys can be described by an Ising-type model has a clear
and simple answer within the framework of the CE. The
VBCE expansion naturally separates the energy of formation
into two terms: the energy of formation of the random alloy
and the so-called ordering energy. The former depends non-
linearly on concentration while the latter determines the al-
loy’s state of short- and long-range order that might be ob-
served or calculated at given temperature. We have shown
that the description of the energy of formation of the random
alloy using the CE with �=0 is a multidimensional DFT that
converges slowly and, in principle, requires an infinite num-
ber of cluster coefficients for an accurate representation of
the energy. Thus, although the CE for �=0 �or DFT� is cer-
tainly a valid representation for any square-integrable func-
tion of configuration, for the energy of the random alloy, it
does not reduce to an Ising-type model. On the other hand,
the ordering energy can be written as rapidly convergent CE
with a finite number of terms.

The main advantage of the VBCE is that it provides both
the energy of formation of the random state as a function of
concentration as well as the ordering energy in the form of a
finite and rapidly convergent cluster expansion with
concentration-dependent interactions. An alternative ap-
proach to address the slow convergence of the DFT for the
random state would be to tackle the calculation of the order-
ing energy directly from first principles. This could be ac-
complished, for example, by combining electronic-structure
methods for the energy of the random state, such as the
coherent-potential approximation, with ab initio total-energy

calculations for ordered compounds. The first-principles or-
dering energy could then be cast in the form of an Ising-type
model by means of the CE for �=0 or multidimensional
DFT. However, this approach is expected to offer significant
challenges since it would be important to treat very different
conditions, namely, random state vs perfectly ordered com-
pounds under a set of compatible approximations for the
electronic-structure calculations.

In the case of the CE, a practical obstacle is the somewhat
limited number of energies normally available to accurately
carry out the inversion of Eq. �60�. Although this obstacle
can be removed with sufficient computational effort, in prac-
tice, most applications of the CE to date have been carried
out under less than optimum conditions. Consistently, the
common approach has been to use the CE expansion in the
basis �=0 which, at least for the energy of formation of
alloys, does not converge to a finite set of expansion coeffi-
cients in the limit N→�. Combined with a relatively small
number of input structures, the practice has forced the intro-
duction into the inversion problem a number of elements that
are not necessarily related to the CE formalism and/or to
known properties of the function being expanded. These ad
hoc elements include cluster-selection criteria, assumed spe-
cific decays for the cluster interactions in real space and
minimization of cross-validation scores.

Of particular note in the context of the theory presented
here is the implementation of the CE introduced by Laks et
al.14 and subsequently used in CE studies of the energy of
formation of Ga1−cIncP and MoTa alloys.15,16 These authors
addressed the slow or, as argued here, lack of convergence of
the CE for �=0 by introducing into the energy of formation
the sum, calculated in reciprocal space, of all pairs
interactions15 or, alternatively, a “constituent strain energy”
which also takes the form of an infinite sum or integral in
reciprocal space.16 We note that the main effect of these in-
finite reciprocal space sums is to introduce a quadratic de-
pendence in the concentration x into the energy of formation
�see, e.g., Fig. 5 in Ref. 16�. Therefore, these approxima-
tions, which apparently lead to well-converged expansions,
are effective devices to partially resolve the nonlinear con-
centration dependence of the energy of formation brought
into evidence by the VBCE.

We have also emphasized the differences between the CE
and the assumptions and approximations used for cluster se-
lection and inversion of the linear problem in Eq. �60�. The
issue of cluster selection is partially resolved by the fact that
the CE for �=0 is a multidimensional DFT. The inclusion of
low frequencies, or small values of �k��, would normally cap-
ture the most prominent features of the function being trans-
formed. In the case of the CE, �k��=n corresponds to clusters
of n points and, therefore, the natural hierarchy of cluster to
be included are empty, point, pairs, etc. Unfortunately, the
lack of a real-space distance in cluster space does not allow
us to distinguish, for example, between different type of
pairs since both will correspond to DFT coefficients with
�k��=2. For physical quantities, such as the energy of alloys,
our intuition would naturally point us to include compact
clusters first. However, the very concept of cluster selection
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FIG. 9. Four-body interactions J�4,n��x� as a function of x for 10
tetrahedra.
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needs to be approached carefully since it may be influenced
by the somewhat arbitrary set of input structures used in the
inversion of Eq. �60�. If the cluster-selection criterium is
guided only by the quality of the fit to the input structures,
then it should be considered suspect since it is likely to be a
statement on the choice of input structures rather than on the
properties of the unknown function we are trying to fit.

We conclude by noting that the result of truncating the CE
for �=0, which nevertheless typically provides a good fit to

the input energies, inevitably introduces a spurious and fic-
titious structure into the ordering energy, which is key to any
statistical thermodynamics theory of alloys. In particular, the
ordering energy dictates the state of short- and long-range
order in the system and is the basic physical quantity used to
understand and, presumably, to predict the physical proper-
ties of alloys. It is expected that with the VBCE developed
here some of the shortcomings of standard applications of
CE method will be satisfactorily addressed.
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