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The formalism of electron response theory is extended to second order in a perturbing pseudopotential, and
the consequences for effective ionic pair potentials of simple metals under standard conditions are then
examined. Inclusion of second-order response terms in the pair potentials leads to the potential minima for
sodium, magnesium, aluminum, and metallic silicon being located quite close to the experimental nearest-
neighbor distances in the respective crystalline solids. Second-order effects are found to become increasingly
important with higher valence. As a test case, it is also found that, for an assumed metallic form of hydrogen,
inclusion of second-order response terms is insufficient to reproduce the experimental intramolecular distance
under standard conditions: higher-order response terms are necessary to obtain the correct �Heitler-London-
type� result. For any element treatable by response methods, the results further show that neglect of even one
of the second-order response terms may significantly impact the determination of the pair potential.
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I. INTRODUCTION

In contrast to semiempirical approaches, it is possible to
derive interionic potentials for “simple” metals �where va-
lence and core electrons are well separated in energy� from
fundamental considerations1,2 as explicit functions of the av-
erage electron density. The approach is based on electron
response theory, in which the electron density induced by the
presence of ions is expanded �in k� space� as a sum of terms,
the first of which is linear in the electron-ion interaction,
with all other terms being both nonlinear and successively
higher order in the electron-ion interaction. The mth term in
the expansion �m=1 being the linear term� is governed by
the mth-order response function ��m��m�1�.2 It can be
shown that the linear term yields purely density-dependent
expressions �“volume terms”� as well as pair potentials that
explicitly depend not only on ionic coordinates but also on
the average electron density �e=Ne /V, where Ne is the num-
ber of electrons and V is the system volume �both taken as
macroscopic�. Nonlinear terms yield additional contributions
not only to the volume terms and the pair potentials but also
to triplet �three-body� and higher-order �four-body, five-body,
etc.� potentials. So far as is known, the convergence of these
multi-ion interaction expansions �for arbitrary pseudopoten-
tials and densities� has not been rigorously established.

In this paper, we present the first part of a study that will
examine the pair and triplet potentials obtained analytically
by extending the response theory formalism to include con-
tributions from second-order �nonlinear� response. This pa-
per focuses on pair potentials obtained at atmospheric pres-
sure; since our primary interest lies in position-dependent
potentials, the explicit functional forms of the volume terms
�which have no direct effect on ionic structure at fixed V� are
not specifically displayed. In addition to determining the ef-
fects of ionic potentials arising from nonlinear-response
terms, we have also been motivated by the following consid-
eration: while there has been considerable previous work on

second-order response effects,3–7 in most cases leading to
explicit expressions for the second-order contributions to the
total potential �i.e., both pair and triplet potentials�, there is
minimal agreement on the precise forms of the resulting po-
tentials �particularly those of the pair potentials�. In addition,
we have found the functional forms of the pair �and triplet�
potentials presented to date to be insufficiently explicit �and
in some cases unduly complicated�. The current exposition is
aimed at providing greater elucidation of these matters. Fi-
nally, because our theory is valid over a wide range of den-
sities, it may be used to model not only commonly regarded
simple metals such as sodium, magnesium, and aluminum at
atmospheric pressure but also high-pressure phases of these
and other simple metals �e.g., lithium and sodium, both of
which have seen increased theoretical and experimental in-
terest in recent years8–14�, liquid silicon �which is metallic15�,
and even metallic �wideband, unpaired� forms of hydrogen,
to which response methods have previously been applied.7

With slight modifications, the formalism that follows may
also be extended to wideband �but small-band-gap� semicon-
ductors, such as �solid� silicon and germanium, and even
states induced to be metallic by pressure. An eventual goal of
this research is to gain insight into the success of the semi-
empirical potentials �e.g., the Stillinger-Weber and Tersoff
potentials15,16� used in modeling both solid and liquid phases
of silicon.

The outline of the present paper is as follows: in Sec. II,
we briefly recapitulate the basic theoretical development
leading to volume terms, pair potentials, and triplet poten-
tials, all accurate to second order in the electron-ion pseudo-
potential �here taken to be local, for simplicity, but the meth-
ods can be straightforwardly extended to nonlocal
equivalents�. Important details concerning the response func-
tions used in this development are presented in the Appen-
dix. In Sec. III, we use the theory to calculate pair potentials
for metallic phases of sodium, magnesium, aluminum, sili-
con, and hydrogen, each at the density corresponding to at-
mospheric pressure for that element. The extent to which the
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potentials may account for the experimental nearest-neighbor
distances in crystalline structures of Na, Mg, Al, and Si �va-
lence 1, 2, 3 and 4, respectively� is discussed in some detail.
In the case of hydrogen, we compare the pair potential with
that of Nagao et al.7 at near-atmospheric pressure, and we
use this comparison as a springboard to show that each indi-
vidual contribution to the total pair potential is important and
that neglect of any contribution may lead to significant inac-
curacies. In Sec. IV, we summarize our findings and outline
possible directions for future extensions �to include high-
density systems as well as the derivation of the triplet poten-
tial and its application to metallic and semiconducting sys-
tems�.

II. PSEUDOPOTENTIAL THEORY FOR WIDEBAND
SYSTEMS

A. Fundamentals: The Hamiltonian

We begin by considering a metal as an electrically neutral,
two-component canonical assembly of NI nuclei �each of
mass M and charge +Zae� and ZaNI electrons �each of mass
m and charge −e�, where Za is the atomic number. As noted,
the entire system is confined to a macroscopic volume V. The
Hamiltonian for this system consists of sums of kinetic-
energy terms �nuclear and electronic� and �Coulombic� inter-
action terms �nucleus-nucleus, electron-electron, and
nucleus-electron�,

H = �
i

P̂i
2

2M
+ �

j

p̂j
2

2m
+

1

2 �
i�i�

�Zae�2

�R� i − R� i��
+

1

2 �
j�j�

e2

�r� j − r� j��

− �
i,j

Zae2

�R� i − r� j�
, �1�

where the �R� i� and �r� j� represent nuclear and electronic co-

ordinates, respectively, and the �P̂i� and �p̂j� represent the
corresponding momenta.

Under standard conditions, a certain fraction of the elec-
trons �the eventual core electrons� will condense about the
nuclei to form NI ions �each of charge +Ze, where Z is the
conventional valence�. The remaining Ne �=ZNI� electrons
are then taken to be the valence electrons, which, in simple
metals �the only type considered in this paper�, are assumed
well separated in energy from the core electrons, the cores
being nonoverlapping. With this redistribution, the resulting
Hamiltonian for a system of ions and valence electrons is
given �to within the condensation energy per ion� by

H = �
i

P̂i
2

2M
+ �

j

p̂j
2

2m
+

1

2 �
i�i�

vII�R� i,R� i�� +
1

2 �
j�j�

vee��r� j − r� j���

+ �
i,j

veI�R� i,r� j�

�KI + Ke + VII + Vee + VeI, �2�

where KI is the total kinetic energy of the ions, Ke the total
kinetic energy of the electrons, VII the total ion-ion potential

energy, Vee the total electron-electron potential energy, and
VeI the total electron-ion potential energy. The �R� i� and �r� j�
now represent ionic and valence electronic coordinates, re-

spectively, and the �P̂i� and �p̂j� again represent the corre-
sponding momenta. The function vII represents the interac-
tion between ion i and ion i� �i� i��, vee the Coulombic
interaction between electron j and electron j� �j� j��, and veI
the interaction between ion i and electron j. At reasonable
separations, when the cores have minimal overlap �and by
assumption low polarizability�, the functional forms of both
vII and veI may be well approximated as Coulombic �by
Gauss’ law�; however, when the cores overlap substantially
and/or when a valence electron approaches the core, Pauli
exclusion must be taken into account. As a result, the exact
functional forms of both vII and veI will be nonlocal; even so,
it is often valid to approximate each of these terms as local,
as we now discuss.

In those cases where the ion cores �of assumed valence Z�
have minimal overlap, we may write vII as

vII��R� i − R� i��� =
�Ze�2

�R� i − R� i��
, �3�

though it is important to keep in mind that this approxima-
tion will fail at some sufficiently high density. Similarly, we
can also replace veI by

veI��R� i − r� j�� = −
Ze2

�R� i − r� j�
�4�

but only for the case where, on average, the valence electron
can be considered to be well outside the ionic core. More
generally, the electron-ion interaction is represented by a
�typically� much weaker pseudopotential,2,17,18 which will, as
noted, be nonlocal; however, since the focus is only on how
the electrons respond to the presence of the ions, an initial
and simple choice for the pseudopotential is a local empty-
core model,17,18

veI�r� = � 0, r � Rc

−
Ze2

r
r � Rc.	 �5�

Here, Rc denotes an effective core radius, which is compa-
rable to the experimental ionic radius in many cases.17,18

Throughout the remainder of this paper, we will only be
concerned with the k�-space representation of Eq. �5�, namely,

veI�k� =
− 4�Ze2

k2 cos�kRc� , �6�

which could be replaced by a more complex form, if desired.
The Hamiltonian given by Eq. �2� can be rewritten in

terms of Fourier transforms as1,2
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H = HOCP + Heg + HeI + E0 � �KI + UM� + Heg + HeI + E0

=
KI +
1

2V
�
k��0

Z2vc�k���̂I
�1��k���̂I

�1��− k�� − NI�

+ 
Ke +

1

2V
�
k��0

vc�k���̂e
�1��k���̂e

�1��− k�� − Ne�
 +
1

V
�
k��0

veI�k��̂I
�1��k���̂e

�1��− k��

+
1

V
lim
k�→0

„�Zvc�k� + veI�k���̂I
�1��k���̂e

�1��− k��… , �7�

where HOCP and Heg are, respectively, the Hamiltonians for
the one-component plasma and the interacting electron gas,
HeI is the electron-ion interaction Hamiltonian, UM is the
structural �Madelung� energy of the ions, and E0 is the Har-
tree energy,1,2,19 which does not depend on ionic structure.
The function vc�k� is the Fourier transform of the Coulomb
potential,

vc�k� =
4�e2

k2 �k � 0� , �8�

and the functions �̂I
�1��k�� and �̂e

�1��k�� are the Fourier trans-
forms of the ionic and electronic one-particle density
operators,1,2

�̂I
�1��r�� = �

i

��r� − R� i� �9�

and

�̂e
�1��r�� = �

j

��r� − r� j� . �10�

The absence of k� =0 terms in Eq. �7� results from the require-
ment of charge neutrality in the thermodynamic limit.1,2

Taken together, Eqs. �6�–�10� complete the description of the
initiating Hamiltonian to be used in this paper.

B. Reduction of the two-component system to an effective one-
component system

A primary aim in what follows is the development of
potentials useful for describing both microscopic and macro-
scopic aspects of metallic �and semiconducting� systems. An
appropriate starting point is the Helmholtz free energy of the
system,

F = − kBT ln Q � − �ln Q�/� , �11�

where kB is Boltzmann’s constant, T is the system tempera-
ture, and Q is the canonical partition function,

Q = Tr�e−�H� , �12�

the trace being taken over all states of the combined �canoni-
cal and neutral� two-component system described by Eq. �7�.
Because of the significant disparity in ionic and electronic
time scales, we invoke the adiabatic �Born-Oppenheimer�

approximation, which allows us to take separate traces over
ionic and electronic coordinates, the electronic trace being
taken for a temporarily fixed ionic configuration. With this
approximation, we can rewrite Eq. �12� as

Q � TrITre�I��e−�H� . �13�

We assume here that the system is in, or close to, its elec-
tronic ground state, which is reasonable under ordinary
conditions.20 Since, as stated, our primary focus is on the
determination of effective ionic potentials, we shall hence-
forth omit ionic kinetic energies while recognizing that these
can be important for structural applications in light-element
systems. This approximation is least valid for the case of
hydrogen �see Sec. III�.

Upon substitution of our expression for H from Eq. �7�
�with KI=0� into Eq. �13�, the canonical partition function
can be rewritten as

Q = TrI�e−��UM+E0�Tre�I��e−��Heg+HeI��� , �14�

where all individual terms are now thermodynamically well
defined. We next define the Helmholtz free energy F� of an
interacting but inhomogeneous electron gas �characterized
by the Hamiltonian Heg in the presence of an external poten-
tial HeI� through the relation

Tre�I��e−��Heg+HeI�� � e−�F�. �15�

Associating a coupling constant � �0	�	1� with HeI, we
can use the ground-state energy formula,1,2,21

F� = Feg + �
0

1

d��HeI��, �16�

to determine F�. Here, Feg is the Helmholtz free energy of
the interacting, uniform electron gas when HeI=0, and the
brackets indicate an average calculated over an ensemble
characterized by the Hamiltonian Heg+�HeI. Substituting our
expression for HeI into Eq. �16�, we obtain

F� = Feg +
1

V
�
k��0

veI�k��̂I
�1��k���

0

1

d���̂e
�1��− k����, �17�

where the term in brackets is the Fourier transform of the
one-particle electron density induced by the perturbing po-
tential, at strength �. The assumption here is that no phase
transition occurs as � traverses its domain.
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If the electron-ion interaction is taken to be a perturbation
on the interacting electron gas, the induced density is, to
second order in the perturbation,1,2

��̂e
�1��− k���� = �V��k���̂I

�1��k����1�
 k

2kF



+
1

V
�

q��0,k�
�V��q���̂I

�1��q���V��− k� − q���̂I
�1��− k� − q��


��2�
 k�

2kF
,

q�

2kF

 , �18�

valid for k� �0. Here, V��k�� is the Fourier transform of the
total electron-ion interaction,

V��k�� = 
−
4�Ze2

k2 
cos�kRC��̂I
�1��k�� � veI�k��̂I

�1��k�� ,

�19�

the functions ��1� and ��2� are the first- and second-order
response functions for the homogeneous interacting electron
gas �see the Appendix for their explicit functional forms�,
and kF is the magnitude of the Fermi wave vector, defined as
usual through

�e �
Ne

V

=

ZNI

V

 =

kF
3

3�2 . �20�

Substituting Eq. �18� into Eq. �17� and performing the �
integrations, we obtain

F� = Feg +
1

2V
�
k��0

�veI�k��2�̂I
�1��k���̂I

�1��− k����1��k/2kF�

+
1

3V2 �
k��0

�
q��0,−k�

veI�k�veI�q�veI��k� + q� ��


�̂I
�1��k���̂I

�1��q���̂I
�1��− k� − q����2�
 k�

2kF
,

q�

2kF



�Feg + U�1� + U�2�, �21�

which serves to define the functions U�1� and U�2�. We can
now rewrite Eq. �14� in the form

Q = TrI�exp�− ��UM + E0 + Feg + U�1� + U�2����

�TrI�exp�− �Uef f�� , �22�

where

Uef f � UM + E0 + Feg + U�1� + U�2�

�Uef f��R� i�;�e� , �23�

which clearly represents an effective ion-ion interaction de-
pending on the ionic coordinates �R� i� and the average elec-
tron density �e. It has long been stipulated22 that one can
write such a function in the general form

U��R� i�;�e� = U��e� +
1

2�
i

�
j�i

��2��R� i,R� j;�e�

+
1

6�
i

�
j�i

�
l�i,j

��3��R� i,R� j,R� l;�e� + ¯ ,

�24�

where the first term consists of those contributions to Uef f
that depend solely on the average electron density, the sec-
ond on those contributions that depend on the average elec-
tron density and all pairs of ionic coordinates �i� j�, the
third on those contributions that depend on the average elec-
tron density and all triplets of ionic coordinates �i� j� l�,
and so forth.

It is now straightforward to show explicitly that Eq. �23�
can be written exactly in the form suggested by Eq. �24�,
with

��2��R� i,R� j;�e� =
1

V
�

k�
�Z2vc�k� + �veI�k��2��1�
 k

2kF

�


eik�·�R� i−R� j�

+
1

V2�
k�,q�

2��2��k�,q��eik�·�R� i−R� j�

+
1

V
�

k�
�−

NI

V
�2��2��k�,0�eik�·�R� i−R� j�

��11
�2��R� i,R� j;�e� + �21

�2��R� i,R� j;�e�

+ �22
�2��R� i,R� j;�e� �25�

and

��3��R� i,R� j,R� l;�e� =
1

V2�
k�,q�

2��2��k�,q��eik�·�R� i−R� l�eiq� ·�R� j−R� l�

��21
�3��R� i,R� j,R� l;�e� . �26�

In Eqs. �25� and �26�, the function ��2� is the second-order
electronic response function but weighted by three factors of
the electron-ion pseudopotential, namely,

��2��k�,q�� = veI�k�veI�q�veI��k� + q� ����2�
 k�

2kF
,

q�

2kF

 . �27�

It should be noted that the pseudopotential is usually variable
in sign. Since the induced electron density �Eq. �18�� is given
only to second order in the electron-ion interaction, Eq. �23�
contains no four-body, five-body, etc., terms; moreover, as
noted, the explicit functional forms for the volume terms
arising from Eq. �23� will not be displayed here.

Each superscript in parentheses serves to indicate the type
of n-body �n�2� potential. Each accompanying subscript is
written with two numbers, the meaning of which is as fol-
lows: the first refers to the order of the interacting response
function used in constructing the potential �e.g., 1 for ��1��
and the second simply denotes a label. For example, �22

�2� in
Eq. �25� is a two-body potential constructed using the inter-
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acting second-order response function ��2� and is the second
such two-body potential thus determined. The potentials in
Eqs. �25� and �26� can be rewritten in forms more suitable
for numerical integration by converting the various sums
over wave vectors into integrals and then making the neces-
sary substitutions. For the pair potential, this procedure is
straightforward; the analogous procedure for simplifying the
triplet potential is far less trivial �and will be the subject of a
future paper�. Standard numerical integration techniques23

are then used to generate the potentials.

III. PAIR POTENTIALS FOR SIMPLE METALS AT
NORMAL DENSITIES

In this section, we present pair potentials for sodium,
magnesium, aluminum, and metallic silicon at densities cor-
responding to atmospheric pressure, as well as an unpaired
model form of hydrogen assumed, through choice of struc-
ture, to be metallic at one atmosphere. Energies are ex-
pressed in Rydbergs �1 Ry=13.6 eV� and distances in units
of the Bohr radius a0 �=0.529 Å �1 bohr��. In the following
figures, the dashed line indicates the pair potential obtained
by including only the linear-response term �i.e., �11

�2��, and the
solid line indicates the pair potential obtained by including
both linear and second-order �nonlinear� response terms �i.e.,
�11

�2�+�21
�2�+�22

�2��.
In Fig. 1, we show the pair potential for monovalent so-

dium �Na� �Z=1; Rc=1.75 bohr �Ref. 24�� at a density cor-
responding to kFa0=0.481�rs=3.99a0�.24 It is apparent that
inclusion of nonlinear terms noticeably shifts both the posi-

tion and energy of the minimum in the figure. When the
nonlinear contributions are included, the calculated position
of the minimum just slightly underestimates the experimental
nearest-neighbor distance in bcc Na under standard condi-
tions �i.e., 6.92 bohr �Ref. 25��.

Next, in Fig. 2, we show the pair potential for divalent
magnesium �Mg� �Z=2; Rc=1.31 bohr �Ref. 24�� at a den-
sity corresponding to kFa0=0.722�rs=2.66a0�.24 The shifts in
both the position and the energy of the minimum are seen to
be significantly larger in magnesium, as compared with so-
dium: this increase can readily be attributed to each of the
nonlinear-response terms in the pair potential being propor-
tional to either the second or third power of the valence �in
Eqs. �25� and �27�, veI�k� is proportional to Z�. Since the
experimental value of the nearest-neighbor distance in hcp
Mg is about 6.0 bohr,25 there is a small disagreement be-
tween our result for the position of the first minimum and the
experimental nearest-neighbor distance, which may be attrib-
utable to:

�a� Effects that more distant atoms may have on the inter-
action between a specified pair of atoms. The work of Nagao
et al.7 suggests that arranging atoms in a crystalline forma-
tion may lead to a nearest-neighbor distance in the crystal
that differs from the position of the minimum in the two-
body potential, an effect resulting from interpair interactions.

�b� Intrinsic three-body effects. Since the effect of a real-
istic three-body potential �one derived from fundamental
considerations, as opposed to a semiempirical potential15,16�
on a crystalline arrangement has not �to our knowledge� been
studied, it is conceivable that realistic three-body potentials
may be significant in modeling crystalline structures in met-
als �and, possibly, semiconductors�.

These issues will be addressed in a future work. Observe
that the position of the minimum in the magnesium pair po-
tential differs from the nearest-neighbor distance in hcp Mg
by about 7% �the values are 5.6 and 6.0 bohr, respectively�

FIG. 1. Plot of the pair potential for sodium �Z=1; Rc

=1.75ao� at conditions corresponding to 1 atm �kFa0=0.487; rs

=3.99a0�. The dashed line indicates the pair potential �i.e., �11
�2��

obtained from linear-response alone, the solid line the pair potential
�i.e., �11

�2�+�21
�2�+�22

�2�� from both linear and second-order response.
Energies are given in Rydbergs �1 Ry=13.6 eV�, and distances in
Bohr radii �a0=0.529 Å�.

FIG. 2. Same as in Fig. 1 but for magnesium: �Z=2; Rc

=1.31a0� and �kFa0=0.722; rs=2.66a0�.
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and that the difference in energy between these two positions
is only about 1 mRy; therefore, just a small effect from either
of the above possibilities would be needed to obtain good
agreement with experiment. Although points �a� and �b� cer-
tainly apply to sodium as well, it appears, from a comparison
of Figs. 1 and 2, that neither interpair interactions nor three-
body effects are nearly as significant in sodium under normal
conditions.

In Fig. 3, we present the pair potential for trivalent alu-
minum �Al� �Z=3; Rc=1.11 bohr �Ref. 24�� at a density cor-
responding to kFa0=0.928�rs=2.07a0�.24 Once again, there is
a noticeable shift in both the position and energy of the mini-
mum, resulting from inclusion of nonlinear effects. Note that
the energy of the minimum has a positive value when only
the linear-response term is considered, which Pettifor and
Hafner24,26 considered an apparent result of using an empty-
core pseudopotential; however, upon inclusion of nonlinear-
response terms, this unusual feature disappears—the binding
energy of the pair potential becomes negative at the position
of the minimum �as one might find in studies of semiempir-
ical potentials�. Moreover, the potential is noticeably less
“flat” when nonlinear-response contributions are included
�i.e., the difference between the first minimum and next local
maximum is much larger�: the dashed curve seems to suggest
that, at the level of linear response, aluminum might be un-
stable with respect to binding at the position of the first mini-
mum; by comparison, the solid �linear-plus-nonlinear-
response� curve is more in keeping with general expectations
of stability. As for the difference between the position of the
minimum of the solid curve and the experimental nearest-
neighbor distance in fcc Al ��5.4 bohr�,25 we refer the
reader to points �a� and �b� under the discussion of the results
for magnesium.

In Fig. 4, we present the pair potential for a presumed
metallic state of tetravalent silicon �Si� �Z=4; Rc
=1.20 bohr �Refs. 24, 27, and 28�� at a density correspond-

ing to kFa0=0.96�rs=2.00a0�.26 �Note that silicon is known
to be metallic when rs is reduced by a mere 3%.29� Our
chosen value for Rc does not follow the trend established by
the preceding plots—moving across the periodic table from
Na to Mg to Al, the core radius decreased from 1.75 to 1.31
to 1.11 bohr, namely, a decrease of 0.44 bohr followed by a
decrease of 0.2 bohr. An additional decrease of about 0.1
bohr, leading to a value of Rc �1.0 bohr for Si, might have
been anticipated. Studies on pseudopotentials do predict val-
ues between 0.96 and 1.02 bohr for the core radius of
silicon;29 however, the comprehensive work by Yin and
Cohen27 suggests that the actual core radius is closer to 1.2
bohr, a value also obtained when the total energy is mini-
mized with respect to the parameter rs.

28 This latter proce-
dure yields values for the core radii of Na, Mg, and Al in
almost perfect agreement with those obtained from pseudo-
potential studies. Given that the two methods for determining
the core radius agree for all simple metals under consider-
ation except silicon, we have opted for the value �Rc
=1.20 bohr� obtained from minimizing the total energy
since this also agrees with the Yin-Cohen study.

Comparing Figs. 1–4, the difference between the linear
and linear-plus-nonlinear-response curves clearly increases
with valence �as may be expected� and is most significant for
the case of silicon. When the effects of nonlinear response
are included in silicon, the position of the first minimum
noticeably shifts from 5.5 to 4.65 bohr �this latter value then
comparing quite favorably with the experimental nearest-
neighbor distance of 4.45 bohr in diamond-structure Si �Ref.
25��. As was the case in Al, the value of the energy at the
position of the first minimum also decreases significantly for
Si, from +6 to −3 mRy; the addition of nonlinear-response
terms again results in the pair potential becoming negative at
the position of the first minimum. Since nonlinear-response
contributions to the pair potential yield a negative energy at
the position of the first minimum �which, in turn, is quite

FIG. 3. Same as in Fig. 1 but for aluminum: �Z=3; Rc

=1.11a0� and �kFa0=0.928; rs=2.07a0�.
FIG. 4. Same as in Fig. 1 but for silicon: �Z=4; Rc=1.20a0�

and �kFa0=0.960; rs=2.00a0�.
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close to the nearest-neighbor distance in silicon under nor-
mal conditions, as noted�, it is reasonable to speculate about
whether additional potentials are necessary for a complete
description of the interactions between the ions in metallic
�or even semiconducting� silicon. Widely used semiempirical
potentials assume that angular-dependent �often three-body�
potentials are essential for stabilizing solid, liquid, and amor-
phous silicon structures;15,16 however, the pair potentials in
Fig. 4 suggest that explicitly density-dependent pair poten-
tials �at the level of second-order response� may be suffi-
cient, at least for stabilizing metallic-Si systems.

Since the electronic structure of solid-Si exhibits wide
bands and small �but nonzero� band gaps, we also believe
that the results presented here may be a reasonable approxi-
mation for semiconducting silicon at the same density and
pressure. The primary modification required for our theory to
accurately model semiconducting-Si is the introduction of a
band gap in the electronic energies, such as the Callaway
model30 for the dielectric function. Although the Callaway
model30 does not strictly apply at very small q ��0.1kF�, we
believe that, since we integrate over all q in the derivation of
the potentials and since very small q should correspond to
very large r �well beyond the range of interest�, we should
not expect a significant change in using the Callaway model
instead of the Penn model31 for the range of r values in
which we are interested.

The last element considered is monovalent hydrogen �Z
=1; Rc=0 bohr� but in an assumed metallic form; its inclu-
sion here is therefore mainly for formal reasons �see below�,
relating to the role of higher-order response in a relatively
simple system. At atmospheric pressure, the corresponding
density is kFa0=0.613�rs=3.13a0�.32 Since hydrogen has no
core states �Rc=0�, the “perturbing” electron-ion interaction
is the full Coulomb potential. This is certainly not a small
perturbation on the system, so it would seem that the above
formalism may be incapable a priori of modeling hydrogen;
however, the formalism has been modified beyond the origi-
nal perturbation development �derived for a noninteracting
electron gas�,1,2,18 specifically to account for valence electron
interactions �see the Appendix�. The actual electron-proton
interaction reflects a modified potential that accounts for ex-
change and correlation effects and is thus weaker than in the
simple case of noninteracting electrons.

This modified interaction will clearly not be as weak as in
the previous cases considered �Na, Mg, Al, and Si�, so the
inclusion of second-order response terms �and no higher-
order response terms� may be insufficient for a complete de-
scription of the pair potential between two protons under the
stated density conditions. Nevertheless, we still obtain a
minimum in the interaction between two hydrogen ions at a
location that is quite close to the experimental bond length in
the hydrogen molecule �i.e., 1.4 bohr �Ref. 32��, a value also
obtained from the Heitler-London method.33 The main dif-
ference between the Heitler-London approach and the ap-
proach here is that we are expanding the actual induced elec-
tron density as a sum of terms �see Eq. �18�� that do not
converge quickly for the case of hydrogen and that incorpo-
rate electronic exchange and correlation effects �primarily
spin-dependent effects� only in an effective way �see the Ap-
pendix�. Therefore, when describing hydrogen at normal

densities, our approach is a formal exercise and not as suit-
able as the Heitler-London method and its variants; however,
the results indicate that, at higher densities, where hydrogen
is expected to dissociate and metallize, an approach such as
the one being developed here is clearly needed.

In Fig. 5, we present the pair potential for hydrogen under
the quite restrictive conditions stated above. Even though
both the density and valence are smaller in hydrogen than in
the last three elements considered, the inclusion of nonlinear-
response terms in the pair potential again clearly results in
significant changes from the linear-response results. The po-
tential minimum �which appears, as noted, to correspond to
the nearest-neighbor distance in the other simple metals un-
der consideration� has shifted inwards from 3.3 to 1.85 bohr,
approaching the experimental bond length of 1.4 bohr in the
hydrogen molecule �part of a narrow-band system�; however,
as noted above, the theoretical approach takes the electron-
ion potential to be weak. Even after the inclusion of ex-
change and correlation effects, the electron-ion potential in
hydrogen will remain strong because of the lack of a core
space �see below�. To model the hydrogen pair potential
more accurately, it is necessary to go beyond second-order
response �to at least third order�, as Louis and Ashcroft
observed.34

It is also apparent that the energy at the position of the
first potential minimum undergoes a much larger change than
for any of the other four elements, from −16 to −186 mRy;
in physical terms, this significant decrease can readily be
attributed to the increased electron-ion interaction strength
resulting from the lack of an ion core. In terms of well depth,
Fig. 5 actually compares favorably with Fig. 43-2 of Pauling
and Wilson33 �obtained with the Heitler-London method�, as
their hydrogen potential shows a well depth of approxi-
mately 200–250 mRy in magnitude. Although the positions
of the minima in each figure differ by 0.45 bohr, inclusion of
at least third-order response contributions to the pair poten-

FIG. 5. Same as in Fig. 1 but for hydrogen �Z=1; Rc=0� and
�kFa0=0.613; rs=3.13a0�.
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tial for hydrogen may significantly reduce this disparity.
Inclusion of both first- and second-order response contri-

butions in the pair potential leads to a prediction for the
position of the first potential minimum in hydrogen at normal
density ��1.85 bohr, recently confirmed by the work of
Gravel and Ashcroft35� which is noticeably less than that
predicted in a previous, related paper by Nagao et al.7,36 for
a density corresponding to kFa0=0.64�rs=3.0a0�. The ap-
proximation used by Nagao et al. actually omits consider-
ation of the pair potential term we have identified as �22

�2� and
considers only those terms we have identified as �11

�2� and
�21

�2�. Figures 6�a� and 6�b� show the pair potential curves for
hydrogen at kFa0=0.64�rs=3.0a0�: the solid curve is calcu-
lated from Eqs. �25� and �27� at this density, with Z=1 and
Rc=0; the dot-dashed curve is calculated under the same
conditions but without the �22

�2� term. A comparison of the
dot-dashed pair potential in Figs. 6�a� and 6�b� with the rs
=3.0a0 �pp

�3� pair potential in Fig. 1b of Ref. 7 shows that
these two curves are apparently identical, as we would ex-
pect.

Evidence that the �22
�2� term should be included in the pair

potentials of other simple metals is presented in Fig. 7,
where the pair potential for aluminum shown in Fig. 3 �the
solid curve, accurate to second order in the electron-ion
pseudopotential� is compared with a pair potential identical
in all respects except that the term �22

�2� is omitted �the dot-
dashed curve�. The lack of a �22

�2� term results in a potential
minimum that is not only significantly deeper than the full
aluminum potential but is also located at a position nearly 1
bohr closer to the origin. This finding leads to the conclusion
that care is required in the determination of nonlinear terms:
the omission of even one nonlinear-response pair potential
term can lead to inaccurate effective potential-energy curves.

IV. CONCLUSION

Electron response theory has been used to derive effective
ion-ion interactions for simple wideband systems; in particu-
lar, pair potentials have been determined for sodium, magne-
sium, aluminum, metallic silicon, and an assumed metallic
form of hydrogen, all under standard conditions. The posi-
tions of the potential minima actually correspond quite
closely �within �8%, in fact� to the experimental nearest-
neighbor distances under normal conditions in all elements
under consideration, with the exception of hydrogen. To ob-
tain still better agreement, interpair and/or three-body effects
will need to be included. Hydrogen is clearly a special case:
higher-order �at least third-order� response terms in the pair
potential will also need to be incorporated in order to repro-
duce the Heitler-London result since we have approximated
the electron density and have included spin-dependent ef-
fects only in an approximate way. A clear extension of this
work will be the generalization of the development outlined
in Sec. II and the Appendix to include contributions to both
pair and triplet potentials from third-order response �and thus
the explicit calculation and evaluation of both the noninter-
acting and interacting forms of the third-order response func-
tion�.

Density-functional approaches can obviously provide a
very detailed accounting of ionic energetics and, in principle,

can go further than the methods detailed above; however, the
latter provide considerable intuitive insight into the physical
origin of the microscopic interactions which ultimately do
lead to the structures actually taken up by simple systems
under prescribed thermodynamic conditions. Though the
physical forms of the potentials presented are intuitively rea-
sonable, as are the positions of the minima with respect to
known arrangements, near-neighbor separations alone can-
not, of course, be taken as a guide to the actual preferred
crystal structures at a given density. To determine these, it
will be necessary �as the foregoing emphasizes� to include

(b)

(a)

FIG. 6. �a� Plot of the pair potential for hydrogen �Z=1; Rc

=0� at slightly elevated pressure �kFa0=0.64; rs=3.00a0�, from 0
to 3a0. The solid curve represents our results �=�11

�2�+�21
�2�+�22

�2��,
the dot-dashed curve that of Ref. 7 �=�11

�2�+�21
�2��. �b� Same as in

Fig. 6�a� but over the range from 3a0 to 6a0 and enlarged by a
factor of 20.
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higher-order interactions; these matters will be addressed, in
part, in a successor to the present paper. Also along these
lines, future extensions relating to the effects of density on
pair potentials are clearly of interest; these would likely fo-
cus on the monovalent elements �which have received much
experimental and theoretical interest in recent years�. In ad-
dition, the effects of three-body potentials on high-density
systems need to be studied: as ions move closer together,
three-body effects simply cannot be ignored and may well
prove crucial to a complete understanding of the structure of
high-density solids for the simple systems of interest.

The pair and triplet potentials we are developing may be
suitable for simulations of metallic fluids at both normal and
elevated densities. With the current theoretical and experi-
mental interest in high-density fluids, in particular, we sug-
gest that a reasonable and fairly accurate alternative to full
ab initio simulations of metallic fluids is of some impor-
tance. Even for solids, the approach here will be of interest in
elucidating the remarkable developments in structure at
higher densities, which range, in the light elements, from the
simplest of all structures �simple cubic in calcium37� to per-
haps the most complex �some 512 atoms per unit cell in
sodium38�. In addition to serving as a convenient way to
verify the general forms of our potentials �at normal densi-
ties�, simulations using these potentials may reveal interest-
ing new physics at higher densities that simulations using
semiempirical potentials, generally fit to pre-existing data,
would be unable to provide.
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APPENDIX: FIRST- AND SECOND-ORDER RESPONSE
FUNCTIONS

The first-order �n=1� response function is given by18

��1��y� =
�0

�1��y�
1 − �vc�y� + 
1�y���0

�1��y�
�

�0
�1��y�
��y�

, �A1�

where y�k /2kF, vc is the Fourier transform of the Coulomb
potential �Eq. �8� in Sec. II�, �0

�1� is the first-order response
function for a noninteracting electron gas5,20 �originally de-
rived by Lindhard39�,

�0
�1��y� = −

mkF

�2�2�1

2
+ 
1 − y2

4y

ln�1 + y

1 − y
�� , �A2�

and 
1 is the first functional derivative of the exchange-
correlation potential �
xc� with respect to the induced elec-
tron density �ind.18 The exchange-correlation potential 
xc
can be written as18,40


xc�k� ;�ind�k��� = 
1�k��ind�k�� +
1

2V
�

q��0,−k�
�ind�q���ind�k� − q��



2�k�,q�� + ¯ . �A3�

The function 
1 has the analytical form41


1�k� = − vc�k�G�k� , �A4�

where G�k� is a local-field correction �incorporating ex-
change and correlation�, for which various reasonable ap-
proximations have been proposed. Here, we have elected to
use the expression proposed by Vashishta and Singwi,42

G�k� = A�1 − e−B�k/2kF�2
� , �A5�

which satisfies the following sum rules,1

lim
k→0

G�k� = ��kFa0�
 k

2kF

2
1 −

K0

K

 �A6�

and

lim
k→�

G�k� = 1 − g�0� . �A7�

The first sum rule is technically not a limit in the mathemati-
cal sense �that limit would be zero� but is instead the leading-
order term in the Taylor-series expansion of G�k� as k→0. In

FIG. 7. Comparison of the pair potential for aluminum �=�11
�2�

+�21
�2�+�22

�2�; the solid curve in Fig. 3� with that obtained using the
formalism in Ref. 7 �=�11

�2�+�21
�2�; the dot-dashed curve�. The param-

eters are the same as in Fig. 3.
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Eq. �A6�, K0 /K is the ratio of the isothermal compressibility
of the noninteracting electron gas to that of the interacting
electron gas. An approximate expression for this ratio �which
we use here� was given by Ashcroft and Langreth,19

K0

K
� 1 − ����2 − 0.158����4, �A8�

where

����2 � 
 kTF

2kF

2

=
1

�kFa0
= 
 rs/a0

�


 4

9�

1/3

, �A9�

where kTF is the Thomas-Fermi wave number.
In Eq. �A7�, g�0� is the r→0 limit of the electronic pair-

correlation function and can be approximated by the
function43

g�0� =
1

8

 z�

I1�z��

2

, �A10�

where I1 is a modified Bessel function of the first order with
an argument given by

z� = 4�����2. �A11�

To date, explicit functional forms for the other 
n have only
been developed within the local-density approximation,44 us-
ing the expression for the exchange-correlation energy pro-
posed by Vosko et al.45 The resulting expression for 
2 was
used to obtain the plots shown in Sec. III.18,46

The analytical form for the second-order response func-
tion for the interacting electron gas is given by18

��2��y�,y��� =
�0

�2��y�,y���
��y���y�����y� + y����

+

2�y�,y���

2

�0
�1��y��0

�1��y���0
�1���y� + y����

��y���y�����y� + y����
,

�A12�

where the functions 
2 and � are defined above, and �2
�0� is

the second-order response function for a noninteracting elec-
tron gas,5,47,48

�2
�0��y�,y��� = 
 1

8�2kF


2m

�2 
2
 1

2yy� sin2 �





�y� + y cos ��ln� 1 + y

1 − y
� + �y + y� cos ��ln� 1 + y�

1 − y�
� − ��y� + y���cos ��ln� 1 + �y� + y���

1 − �y� + y���
�


+ 
 1

8�2kF


2m

�2 
2
 �R�

2yy� sin2 �

ln� 1 + yy� cos � − �y� + y���2 + yy��R�

1 + yy� cos � − �y� + y���2 − yy��R�
�, �R� � 0� , �A13�

where m is the electron mass and

�y�� = y � � k�

2kF
� ,

�y��� = y� � � k��

2kF
� ,

cos � �
y� · y��

�y���y���
, �A14�

and

R� � �y� + y���2 − 4kF
2 sin2 � .

In deriving Eq. �A13�, we assume that R��0. When R��0,
the term depending on R� in Eq. �A13� �ignoring overall
factors lacking R� dependence� has the form49

i�− R� ln� 1 − iA�− R�

1 + iA�− R�
� . �A15�

Here, the quantity A is a �known� function of y, y�, and
cos �. Using standard references,50 we find that Eq. �A15�
may be rewritten as 2�−R� arctan �A�−R�� so that, for R�
�0, the term in Eq. �A13� that depends on R� can explicitly
be written as


 1

8�2kF


2m

�2 
2
 2�− R�

2yy� sin2 �

arctan
 yy��− R�

1 + yy� cos � − �y� + y���2

, �R� � 0� , �A16�
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Together with Eq. �A13�, Eq. �A16� agrees with the form
of the noninteracting second-order response function derived
by Brovman et al.,48 as well as by Milchev and Pickenhain.5

The original expression for �2
�0� �originating with Lloyd and

Sholl47� apparently differs from the other two expressions
only in the arctan term �i.e., only when R��0�. These dif-
ferences have minimal effect on the pair potential terms, as
we have verified through direct calculation in the case of
hydrogen �which exhibits the strongest dependence on ��2� of
all the elements we consider�.

The expression for the second-order response function ob-
tained in Eqs. �A13� and �A16� is not valid when the angle �
between the vectors y� and y�� is equal to either 0 or �. In-
stead, it is found that

�2
�0��y,y�,cos � = � 1� = 
 1

8�2kF


2m

�2 
2�−
F�y�

y��y + y��

−
F�y��

y�y + y��
+

F�y + y��
yy�

� , �A17�

where

F�x� �
1

2
− 
1 − x2

4x

ln�1 + x

1 − x
� , �A18�

which is similar in form to, though not identical with, the
Lindhard function.39 This completes our discussion of the
lowest-order response functions.
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