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We systematically investigated the variation in transition behavior and physical properties over a wide
excess Ni �acting as defect� concentration range �x=0–2.5� in Ti50−xNi50+x alloys. This enables the establish-
ment of an updated quantitative phase diagram for this important system. The phase diagram shows not only
the well-known parent phase and martensite phase but also a premartensitic state and a strain glass state. Our
experiments were able to determine quantitatively the borders of these states, the latter two having been unclear
so far. The new phase diagram shows that a crossover from martensite to strain glass occurs at x=1.3, and the
appearance of a “premartensitic phase” below a critical temperature Tnd for defect-containing compositions
�x�0�. We propose that point defects �excess Ni here� play two roles in a ferroelastic/martensitic system: �i�
changing the thermodynamic driving force for the formation of long-range strain order �martensite� and �ii�
creating random local stress that favors a premartensitic nanostructure and strain glass. Our work enables a
simple explanation for several long-standing puzzles, such as the appearance of premartensitic nanostructure,
the vanishing of transition latent heat with increasing Ni content and the anomalous negative temperature
coefficient of electrical resistivity in Ni-rich Ti-Ni alloys.
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I. INTRODUCTION

Shape memory alloys are important functional materials
owing to their shape memory effect and superelastic
behavior.1 These important properties originate from a spon-
taneous lattice-distorting transition called martensitic transi-
tion. Among many shape memory alloys, Ti-Ni alloy is the
most important one for its good shape memory properties in
combination with superior mechanical properties.2 In prac-
tice, Ti-Ni alloy is often doped with excess Ni or a third
element �such as Fe, Cu, etc.� to further modify its shape
memory effect and superelastic behavior. Thus understanding
the effect of doping �which can be viewed as point defects�
on the transition behavior of Ti-Ni alloy is of significant
practical and fundamental importance and has been subject
to intensive investigations.2

The undoped or stoichiometric Ti50Ni50 undergoes a
B2-B19� martensitic transition at 333 K. With doping excess
Ni �self-doping� to Ti-Ni alloy, the transition behavior of Ni
excess Ti50−xNi50+x shows interesting changes. At low Ni
doping level �x�1�, the B2-B19� martensitic transition by
itself remains unchanged; but the martensitic transition tem-
perature Ms and the corresponding transition latent heat
show a drastic decrease.3 It remains unclear for decades why
excess-Ni doping can cause a vanishing transition latent heat.
Moreover, excess Ni causes another well observed but puz-
zling phenomenon, i.e., a defect-induced precursor state with
premartensitic nanostructure appears above Ms,

4,5 such nano-
structure being unexpected for an ideal parent phase.6,7 The
appearance of defect-induced precursor state �in the form of
either nanocluster or tweed pattern� is quite common in
many martensitic systems such as Ti-Ni-Fe,8 Ni-Al,9,10 and
Co-Ni-Ga.11 Furthermore, the precursor state of Ni-rich
Ti-Ni martensitic alloy seems to exhibit an anomalous nega-
tive temperature coefficient of electrical resistivity,12 being

opposite to the metallic nature of this alloy;13 this has re-
mained a puzzle for a long time.

At high Ni doping level �x�1.5�, previous differential
scanning calorimetry �DSC� and resistivity measurement in-
dicated that the B2-B19� martensitic transition vanishes.14

Such a “nontransforming” behavior at high doping level
sharply contrasts with the martensitic transition behavior at
low-doping level. However, recent studies have shown that
the high Ni-doped Ti50−xNi50+x alloy is not nontransforming;
it actually undergoes a new type of transition called strain
glass �STG� transition.15 The STG is a frozen strain-
disordered state analogous to the window glass, a frozen
structurally disordered state.16,17 Moreover, strain glass is not
a unique property of Ti-Ni system only; it has also been
found in quite an increasing number of other systems.18,19 It
is likely to be a general phenomenon in ferroelastic systems
with sufficient amount of point defects.20 The STG transition
can be detected experimentally by observing the following
glass signatures:21 �1� frequency-dependent anomaly of ac
mechanical susceptibility obeying Vogel-Fulcher
relation,15,22,23 �2� nonergodicity as revealed in the zero field
cooling �ZFC�/ field cooling �FC� experiment,24 and �3� no
change in average structure.15,25

It should be noted that similar glassy phenomenon has
been discovered in other ferroic systems, e.g., ferroelectric
relaxor, where electrical polarization undergoes a freezing
transition. In relaxor systems the glass signatures are almost
identical to those of strain glass, such as the Vogel-Fulcher
relation in ac dielectric susceptibility,26 frequency-dependent
mechanical susceptibility,27 and nonergodicity shown in the
ZFC/FC curves.28 Therefore, glassy phenomenon is a quite
general phenomenon in different classes of ferroic systems.20

A preliminary and schematic phase diagram of
Ti50−xNi50+x showing a strain glass has been suggested by our
recent study.15 Based on this phase diagram, a generic phase
diagram of ferroelastic system as a function of point-defect
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concentration has been proposed recently.20 In the phase dia-
gram, it has been shown that point defects induce a “precur-
sory nanostructure state” prior to the formation of normal
martensite state and of strain glass state. However, a quanti-
tative phase diagram and a systematic study of this first
strain glass system are still lacking. In particular the follow-
ing important issues closely related to point defects remain
unclear: �1� the role of point defect �excess Ni here� in the
crossover from martensite to strain glass, �2� the nature and
the temperature/composition range of the premartensitic
tweed or nanostructure, �3� the origin of the vanishing latent
heat with increasing Ni content, and �4� the origin of nega-
tive temperature coefficient of electrical resistivity in Ni-rich
Ti-Ni alloy. The determination of a quantitative crossover
phase diagram and the clarification of the above key ques-
tions will significantly progress our understanding on this
important system.

In present study, we systematically investigated the varia-
tion in transition behavior and physical properties of
Ti50−xNi50+x binary system from pure martensite �x=0� to
highly doped strain glass �x=2.5�. This leads to the establish-
ment of a quantitative phase diagram for Ti50−xNi50+x binary
system over a wide temperature and composition range. This
phase diagram reveals the evolution of all the states �parent
phase, martensite, precursory nanostructure state, and strain
glass state� in the system as a function of temperature and
defect concentration. Our study suggests a twofold effect of
point defects: �i� changing thermodynamic driving force to
form long-range strain order �i.e., martensite�, �ii� creating
random local stress field that favors local strain order. This
new insight enables a microscopic explanation not only for
the nature of all the phases �including the precursor and
strain glass� appearing in the new phase diagram but also for
several long-standing puzzles, such as the vanishing transi-
tion latent heat with increasing Ni doping and the anomalous
negative temperature coefficient of electrical resistivity of
Ni-rich Ti-Ni alloy.

II. EXPERIMENT

Ti50−xNi50+x alloys with excess Ni concentration x=0, 1,
1.3, 1.5, and 2.5 were studied by various techniques. The x
=0, 1, 1.3, and 1.5 samples were supplied by Furukawa Elec-
tric Co. Ltd. The x=2.5 sample was made by induction melt-
ing in Ar atmosphere. To obtain a homogeneous supersatu-
rated Ni-rich Ti-Ni solid solution, all the samples were
sealed in evacuated quartz tubes and annealed at 1273 K for
1 h, then followed by water quenching.

The variation in the transition behavior as a function of
defect concentration �x� in Ti50−xNi50+x samples was moni-
tored by three sets of measurements: DSC, electrical resis-
tivity, and dynamic mechanical analysis �DMA�. These mea-
surements can also determine the boundaries among all the
possible states in Ti50−xNi50+x alloys, which include �i� parent
phase �dynamically disordered strain state�, �ii� martensitic
state �long-range ordered strain state�, �iii� precursory nano-
structure state �quasidynamically disordered strain state, as
will be discussed later�, which is usually called precursor
state in martensitic composition regime and unfrozen strain

glass in the strain glass composition regime,29 and �iv� frozen
strain glass �frozen disordered strain state�.

To characterize the transition latent heat of Ti50−xNi50+x
samples, differential scanning calorimetry measurement was
performed in DSC Q200 of TA Instruments with a heating/
cooling rate of 10 K/min. This measurement can reveal the
martensitic transition and determine the phase boundary be-
tween parent phase and martensite phase or between precur-
sor state and martensite phase.

Electrical-resistivity measurement is a sensitive probe for
the onset of martensitic transition. It is also very sensitive to
the slight change in the local structure prior to the martensi-
tic transition, i.e., the appearance of premartensitic
nanostructure.30 Thus, we applied electrical-resistivity mea-
surement to determine the onset of static local strain order
�i.e., the precursor state and the unfrozen strain glass� from
the ideal parent phase �without static local strain order�, as
well as the onset of martensitic transition. Electrical-
resistivity measurement was performed with a four-terminal
method at a constant current of 100 mA. The sample tem-
perature was measured by a thermocouple spot welded onto
the sample. The temperature ramp was done in a temperature
chamber at a heating/cooling rate of 2 K/min. With this mea-
surement, the phase boundary between parent phase and pre-
cursor state and that between parent phase and unfrozen
strain glass were determined �an analysis of the relation be-
tween resistivity and the onset of precursor state is given in
Sec. V�.

Dynamic mechanical analysis was used not only to iden-
tify a transition but also to determine if it is a normal mar-
tensitic transition �without frequency dispersion� or a strain
glass transition �with frequency dispersion and obeying
Vogel-Fulcher relation�.15,22,23 A DMA Q800 from TA Instru-
ments was used for this measurement. The ac storage modu-
lus and internal friction were tested in the frequency range of
0.2–20 Hz with an ac displacement amplitude of 20 �m in
the single cantilever mode. To ensure the temperature homo-
geneity and the accuracy of temperature, the specimen was
held for 5 min at each temperature before recording the
DMA data. With the DMA measurement, the phase boundary
between parent phase �or precursor state� and martensite, and
that between unfrozen strain glass and frozen strain glass can
be determined.

III. RESULTS

In this part, we will show the DSC, electrical resistivity,
and DMA results of Ti50−xNi50+x alloys as a function of ex-
cess Ni concentration x �0�x�2.5�; this reveals clearly how
point defects �excess Ni here� change the transition behavior
of this system. Moreover, these results also determined quan-
titatively the martensitic transition temperature Ms, the onset
temperature Tnd �“nd” stands for “nanodomain”� of the pre-
cursor state �or unfrozen strain glass�, and the ideal freezing
temperature T0 for strain glass transition; thereby the phase
boundaries of this system can be determined.

A. Phase transition behavior of pure martensitic
Ti50Ni50 (x=0)

The transition properties of pure Ti50Ni50 martensitic al-
loy are shown in Figs. 1�a�–1�d�. The B2→B19� martensitic
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transition at its transition temperature Ms is accompanied by
a latent heat peak in the DSC curve �Fig. 1�a��. It is also
characterized by a sharp decrease in electrical resistivity
�Fig. 1�b��. In this defect-free �excess-Ni-free� stoichiometric
sample, there is no anomaly in the electrical resistivity prior
to the onset temperature of martensitic transition �Ms� and
the resistivity decreases linearly above Ms �Fig. 1�b��. This is
a key feature of the parent phase with dynamically disor-

dered strain and is to be compared with the resistivity behav-
ior of defect-containing compositions �x�0� to be shown in
the following. The martensitic transition is also reflected in
the ac mechanical properties of Ti50Ni50, which is character-
ized by a frequency-independent dip in storage modulus
�Fig. 1�c�� and a frequency-independent peak in internal fric-
tion �Fig. 1�d��. The frequency independence in the DMA
dip/peak is an important feature of martensitic transition.

FIG. 1. �Color online� Transition behavior of Ti50−xNi50+x alloys as function of excess Ni �point-defect� concentration x�=0–2.5�. �a�, �e�,
�i�, �m�, and �q� show the heat flow; �b�, �f�, �j�, �n�, and �r� show the normalized electrical resistivity R /R373 K; �c�, �g�, �k�, �o�, and �s� show
the normalized storage modulus E−E353 K; �d�, �h�, �l�, �p�, and �t� show the internal friction tan �. Ms is the start temperature of martensitic
transition; Tg��� is the freezing temperature at different frequency � �0.2–20 Hz�; T0 is the ideal freezing temperature of strain glass; Tnd is
the onset temperature of precursor state and unfrozen strain glass which is defined by the onset of the deviation from the linear resistivity
decrease as shown in the figures.

PHASE DIAGRAM OF Ti50−xNi50+x:… PHYSICAL REVIEW B 81, 224102 �2010�

224102-3



B. Phase transition behavior of Ti50−xNi50+x at low-defect
concentration (0�x�1.3)

The transition behavior of Ti50−xNi50+x alloys at low-
defect content �x=1 and 1.3� is shown in Figs. 1�e�–1�l�. As
will be detailed below, all these results demonstrate that the
Ti50−xNi50+x �x=1 and 1.3� alloys exhibit martensitic transi-
tion, but the martensitic transition in these defect-containing
alloys is dramatically modified with increasing point-defect
concentration, compared with that of pure Ti50Ni50 alloy.

The existence of martensitic transition in Ti50−xNi50+x �x
=1 and 1.3� alloys is indicated in Figs. 1�e�–1�l�. This is
revealed by the latent-heat peak in the DSC curves �Figs.
1�e� and 1�i��, and the sharp drop of electrical resistivity
�Figs. 1�f� and 1�j�� in these alloys. In addition, DMA mea-
surement shows a frequency-independent dip in storage
modulus �Figs. 1�g� and 1�k�� and a frequency-independent
peak in internal friction �Figs. 1�h� and 1�l�� for Ti50−xNi50+x
�x=1 and 1.3�; such a feature is the same as that of pure
Ti50Ni50 martensitic alloy.

Although the above results show that the Ti50−xNi50+x �x
=1 and 1.3� alloys with low-defect content undergo normal
martensitic transition like the defect-free Ti50Ni50, their tran-
sition features are greatly changed by point defects �excess
Ni here�. As shown in Figs. 1�a�–1�l�, the DSC curves,
electrical-resistivity curves, and dynamic mechanical proper-
ties show that the martensitic transition temperature Ms de-
creases sharply as Ni concentration increases from x=0 to
1.3. In addition, Figs. 1�a�–1�l� demonstrate that the marten-
sitic transition of Ti50−xNi50+x alloys becomes gradually
smeared with increasing doping level x. As seen in Figs. 1�e�
and 1�i�, the latent-heat peak of Ti50−xNi50+x �x=1 and 1.3�
alloys becomes broader with increasing x. Similar broaden-
ing of martensitic transition caused by point defects is also
reflected in electrical-resistivity �Figs. 1�f� and 1�j�� and ac
mechanical properties �Figs. 1�g�, 1�h�, 1�k�, and 1�l��. In the
meantime, the magnitude of DSC peak �Figs. 1�e� and 1�i��
and the storage modulus dip become less prominent �Figs.
1�g� and 1�k�� and the loss peak becomes smaller �Figs. 1�h�
and 1�l�� with increasing x, which demonstrate the signature
of martensitic transition in Ti50−xNi50+x �x=1 and 1.3� alloys
is weakened by point defects.

The point defects not only modify the feature of marten-
sitic transition as shown above but also cause a precursor
state with nanosized domains above Ms, which has been well
observed in Ti-Ni �Ref. 4� and Ti-Ni-Fe �Ref. 30� martensitic
alloys. As will be discussed in Sec. V, the onset of the de-
viation from linearity in the electrical-resistivity vs tempera-
ture curve above Ms shown in Figs. 1�f� and 1�j� can be
defined as the onset temperature Tnd of the precursor state for
Ti50−xNi50+x �x=1 and 1.3� martensitic alloys. The Tnd in
martensitic system is physically similar to the Burns
temperature31,32 in defects-doped ferroelectric system, which
is defined as the onset temperature of quasistatic nanopolar
domains prior to its ferroelectric transition. The system is in
a normal parent phase with dynamically disordered strain at
T�Tnd, but shows a crossover into the precursor state due to
the appearance of small amount of quasistatic nanodomains
at T�Tnd and the formation of these nanodomains causes the
increase in the resistivity of Ti50−xNi50+x �x=1 and 1.3� al-
loys.

C. Phase-transition behavior of Ti50−xNi50+x with high-defect
concentration (x�1.5)

The properties of Ti50−xNi50+x alloys with high-defect con-
tent �x=1.5 and 2.5� are shown in Figs. 1�m�–1�t�, which
demonstrate that the martensitic transition signatures vanish
but the strain glass transition features appear instead. As
shown in Figs. 1�m� and 1�q�, the DSC curves for
Ti50−xNi50+x �x=1.5 and 2.5� alloys do not exhibit detectable
latent-heat peak, which means the transition entropy equals
to zero. This demonstrates the martensitic transition disap-
pears at high-defect concentration regime. The vanishing
martensitic transition in these two alloys can also be seen
from the electrical resistivity. As shown in Figs. 1�n� and
1�r�, the electrical resistivity for Ti50−xNi50+x �x=1.5 and 2.5�
alloys keep on increasing with decreasing temperature,
which sharply contrasts with the drop of electrical resistivity
during the B2-B19� martensitic transition in Ti50−xNi50+x �x
=0, 1, and 1.3� alloys. It should be mentioned that the dis-
appearance of martensitic transition in Ni-rich Ti-Ni alloy
has been confirmed previously by similar DSC and
electrical-resistivity measurement.14 Our results are consis-
tent with the previous results.

The DSC and electrical-resistivity results show that
Ti50−xNi50+x �x=1.5 and 2.5� alloys with high-defect content
do not undergo martensitic transition. However, their dy-
namic mechanical properties show anomalies, which indi-
cates that the system actually undergoes a transition being
different from the martensitic transition. As shown in Figs.
1�o�, 1�p�, 1�s�, and 1�t�, the Ti50−xNi50+x �x=1.5 and 2.5�
alloys exhibit a broader storage modulus dip and a smaller
internal friction peak than those �Figs. 1�c�, 1�d�, 1�g�, 1�h�,
1�k�, and 1�l�� in lightly doped martensitic Ti50−xNi50+x alloys
�x�1.3�. More importantly, the storage modulus dip tem-
perature and internal-friction peak temperature of
Ti50−xNi50+x �x=1.5 and 2.5� alloys shift with different fre-
quencies, which is fundamentally different from the
frequency-independent behavior of Ti50−xNi50+x �x�1.3�
martensitic alloys. The frequency dispersion of storage
modulus of Ti50−xNi50+x �x=1.5 and 2.5� alloys follows the
Vogel-Fulcher relation, as exemplified by the dip temperature
vs frequency of Ti48.5Ni51.5 strain glass in Fig. 2, which dem-
onstrates a dynamic freezing transition—strain glass transi-
tion occurs in highly doped alloys. The ideal freezing tem-
perature T0 of Ti50−xNi50+x �x=1.5 and 2.5� strain glass can
be obtained by fitting the storage modulus dip temperature vs
frequency data with Vogel-Fulcher relation. Very interest-
ingly, the resistivity curves of these two strain glass alloys
show an inflection point at their ideal freezing temperatures
T0, which are indicated in Figs. 1�n� and 1�r�. These results
demonstrate that the freezing transition of strain glass can
also be identified by a simple electrical-resistivity measure-
ment.

Above the strain glass transition, the strain glass alloys
stay in their unfrozen state, in which quasistatic martensitic
nanodomains are also observed.20 The change from parent
phase to unfrozen strain glass can also be reflected from
electrical resistivity. As shown in Figs. 1�n� and 1�r�, the
electrical resistivity of Ti50−xNi50+x �x=1.5 and 2.5� strain
glass alloys shows a deviation from linearity below Tnd
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above their T0. It corresponds to the onset temperature of the
unfrozen strain glass, which will be discussed in Sec. V. It
should be noted that both the precursor state of Ti50−xNi50+x
�x=1 and 1.3� martensitic alloys and unfrozen strain glass
state of Ti50−xNi50+x �x=1.5 and 2.5� strain glass alloys show
similar abnormal increase in electrical resistivity below Tnd.
It is because the intrinsic nature of precursor state in marten-
sitic composition regime and unfrozen strain glass state in
strain glass composition regime is the same,29 and this point
will be further discussed later.

IV. PHASE DIAGRAM OF TI50−xNI50+x—CROSSOVER
FROM MARTENSITE TO STRAIN GLASS AND

THE EXISTENCE OF A PRECURSOR STATE

The above systematic experimental results demonstrate
how the transition features gradually change as a function of
defect concentration �excess Ni here�. They also enable us to
determine Ms, Tnd, and T0 as a function of defect concentra-
tion x, which are the borders-separating parent phase, mar-
tensite, precursor state, and unfrozen and frozen strain glass
state, respectively. Therefore, a quantitative phase diagram of
Ti50−xNi50+x can be established. Such a phase diagram will
reveal a key phenomenon: point defects cause the crossover
from martensite to strain glass.

The phase diagram of Ti50−xNi50+x is shown in Fig. 3. All
the Ti50−xNi50+x compositions are in the parent phase state at
very high temperature, being independent of defect concen-
tration, however, the phase transition follows very different
paths and results in very different products with increasing
defect concentration x. At x=0, i.e., pure Ti50Ni50, the system
transforms directly into B19� martensite at its Ms. However,
with doping small amount of excess Ni �x�xc�, the parent
phase cannot transform into martensite directly, instead it
first changes into a precursor state at Tnd on cooling and then
the precursor state transforms into the martensite at Ms on
further cooling. The precursor state is characterized by the
onset of the deviation from linearity in the electrical-
resistivity vs temperature curve �Figs. 1�f�, 1�j�, 1�n�, and

1�r��, and this will be discussed in detail in the discussion
part. When x�xc ��1.3�, the high-temperature parent phase
first changes to the unfrozen strain glass at Tnd on cooling,
which is a similar state as the precursor state of x�xc and is
characterized by a similar anomaly in resistivity. But this
unfrozen strain glass state does not transform into normal
martensite upon cooling; instead it transforms into a frozen
strain glass state at its ideal freezing temperature T0. Notably,
the phase diagram indicated that the precursor state and un-
frozen strain glass state are of the same physical nature, dif-
fering only in defect concentration x. As will be discussed in
more detail later, both states represent a quasidynamically
disordered strain state, as evidenced by recent experimental
study29 and can also been seen from the similar electrical-
resistivity vs temperature behavior in present study.

The new Ti-Ni phase diagram in Fig. 3 provides important
clues for understanding why point defects can cause a cross-
over from martensite to strain glass. The lowering of the
martensitic transition temperature Ms with increasing point-
defect concentration x is the first effect of excess Ni. It indi-
cates that point defects significantly lower the thermody-
namic stability of the martensitic state, i.e., making long-
range strain-ordering �=martensite� temperature decrease
drastically. However, this effect alone cannot explain why
the system has to go to strain glass at high-defect concentra-
tion. The appearance of strain glass �i.e., frozen local strain
order� at x�xc can be explained only if we consider that
point defects introduce random local stresses. Such local
stress fields dedicate local strain ordering, and thus produce
randomly distributed nanodomains,6,7 as will be shown in
Sec. V. Thus excess Ni �as point defect� favors local strain
order and suppresses the formation of long-range strain or-
dering �i.e., martensite�. As the result, at low temperature the
nanodomains are frozen due to a kinetic reason and this is

FIG. 2. Temperature dependence of storage modulus of
Ti50−xNi50+x �x=1.5� strain glass at various frequencies �0.2–20
Hz�. The inset shows that the relation between freezing temperature
Tg��� and ln��� can be fitted well by the Vogel-Fulcher relation and
ideal freezing temperature T0 is determined to be 173.1 K.

FIG. 3. �Color online� Temperature-composition phase diagram
of Ti50−xNi50+x binary system. The onset temperature Tnd of precur-
sor state and unfrozen strain glass is determined by electrical-
resistivity measurement. The martensitic transition temperature Ms

is determined by DSC, DMA, and electrical-resistivity measure-
ment. The ideal freezing temperature of strain glass T0 is deter-
mined by DMA and electrical-resistivity measurement �inflection
point of the resistivity curve, explained in Sec. III C�. Here, �

represents DMA results; � represents DSC results; and � repre-
sents electrical-resistivity results.
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the observed strain glass transition. In the discussion part we
shall reveal in detail how point defects result in the crossover
behavior from martensite to strain glass.

V. DISCUSSION

In the following, we propose a simple and generic physi-
cal picture about why and how the point defect can induce
the crossover from normal martensitic transition into strain
glass transition, as shown in Fig. 3. It also describes the
physical nature of all the states in the phase diagram �Fig. 3�
and provides a simple explanation to several long-standing
puzzles, such as the vanishing transition entropy with in-
creasing Ni doping and the anomalous negative temperature
coefficient of resistivity in Ni-rich Ti-Ni alloys.

A. Physical nature of defect-containing ferroelastic/martensitic
systems: The dual role of point defects

1. Defect-free system (i.e., x=0):
Dynamic disorder\ long-range order

The physical picture for the martensitic transition in a
defect-free martensitic system is shown in Figs. 4�a1�, 4�a2�,
and 4�a3�. At the temperature above Ms, the system is in the
parent phase state, which is a dynamically disordered strain
state with heterophase fluctuation, i.e., instantaneous low-
symmetry clusters �Fig. 4�a1��,33 but the average crystal
symmetry remains cubic. This is analogous to the similar
physical picture of the paramagnetic state34 and paraelectric
state.35 The magnitude of the heterophase fluctuation in par-
ent phase increases with lowering temperature �Fig. 4�a2��,36

FIG. 4. �Color online� Microscopic picture about the crossover behavior from normal martensitic transition to strain glass transition as a
function of defect concentration. The lowering thermal dynamic driving force by doping point defects is represented by the sharp decrease
in Ms with increasing x. The point-defects-induced random stress fields are expressed by ↔. �a1�, �a2�, and �a3� show the transition process
of pure martensitic system from dynamically disordered state ��a1� and �a2�� to long-range ordered state �a3�. �b1�, �b2�, �b3�, and �b4� show
the transition process of slightly doped martensitic system from dynamically disordered state �b1� to quasidynamically disordered state ��b2�
and �b3��, finally to long-range ordered state �b4�. �c1�, �c2�, �c3�, and �c4� show the freezing process of strain glass system �with high-defect
concentration� from a dynamically disordered state �c1� to quasidynamically disordered state ��c2� and �c3��, finally to frozen disordered state
�c4�.
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until forming a static long-range strain order �=martensite� at
Ms �Fig. 4�a3��.37,38

2. Low-defect concentration (0�x�xc): Dynamic disorder
\quasidynamic disorder\ long-range order

The physical picture for a slightly doped martensitic sys-
tem is shown in Figs. 4�b1�, 4�b2�, 4�b3�, and 4�b4�. It is
important to note that the defects pairs or aggregates create
randomly distributed local stresses �expressed by “↔”� as
shown in Fig. 4�b1�, which favor a random distribution of
local strain variants. At T�Tnd thermal fluctuation is strong
and can overcome the defect-induced local stress; hence the
system still stays in a dynamically disordered state �i.e., a
normal parent phase� in despite of the random stresses. Upon
cooling to T�Tnd, thermal fluctuation becomes weaker and
cannot overcome some of the defect-induced local stresses.
As a result, a random distribution of static local stresses ap-
pears and this results in a random distribution of a small
amount of quasistatic local strain domains or nanodomains
with the remaining part of the parent phase still flipping dy-
namically, as shown in Figs. 4�b2� and 4�b3�. This quasidy-
namically disordered strain state below Tnd corresponds to
the experimentally observed precursor state shown in Fig. 3.

Very interestingly, physically similar quasidynamically
disordered state also exists in defect-doped ferroelectric sys-
tem above the Curie temperature. The onset temperature
�from the high-temperature side� of such a state in ferroelec-
tric system is known as the Burns temperature, which signi-
fies the onset of static nanopolar regions in the otherwise
ideal paraelectric phase.39

As the temperature further decreases to T�Ms, the quasi-
dynamically disordered strains undergo a long-range strain
ordering, i.e., the formation of martensite, as a consequence
of the thermodynamic instability of the parent phase. Thus,
the martensitic state of the slightly doped system also shows
a normal martensitic transition with multidomain configura-
tion as depicted in Fig. 4�b4�, but the domain size is smaller
than that in the defect-free system �Fig. 4�a3��. This is caused
by the retardation of the pre-existing quasistatic nan-
odomains to the domain-growth process.

3. High-defect concentration (x�xc): Dynamic disorder
\quasidynamic disorder\ frozen disorder

The physical picture for the martensitic transition in
heavily doped martensitic system is shown in Figs. 4�c1�,
4�c2�, 4�c3�, and 4�c4�. Similar with the case of the slightly
doped system, at T�Tnd high temperature, the system is in a
dynamically disordered strain state due to the high thermal
fluctuation kBT. At T�Tnd the system also changes to the
quasidynamically disordered strain state, which is shown
from Figs. 4�c1� to 4�c3�. However, being different from that
of slightly doped system, the high-defect concentration sig-
nificantly lowers the stability of martensite so that it cannot
be formed even at 0 K. On the other hand, with cooling to T0,
thermal energy kBT becomes lower than the average energy
barrier for flipping local domains so that the domain flipping
essentially stopped and hence the system is frozen. This pro-
cess represents a glass transition from a quasidynamically
disordered strain state to a frozen disordered strain state, i.e.,
frozen strain glass �Fig. 4�c4��.

From the above, we can see that excess Ni �as point de-
fects� plays two important roles to form strain glass: �1� re-
ducing the thermodynamic stability of martensite so as to
make long-range strain order difficult, as seen from the dras-
tic lowering of Ms with increasing Ni content, �2� forming a
random distribution of local stresses/strains. From this we
can predict that any ferroelastic/martensitic system with a
dopant creating a similar dual effect will result in a strain
glass state at high-doping level. Our recent work on Ti-Ni-X
�X=Co, Cr, and Mn� and Ti-Pd-Cr ternary system has re-
vealed similar strain glass and similar phase diagram in these
system,18,19 being in agreement with this view.

FIG. 5. �Color online� The transition entropy 	S as a function of
defect concentration x in Ti50−xNi50+x alloys.

FIG. 6. �Color online� Electrical-resistivity vs temperature
curves of Ti50−xNi50+x for three defect doping levels: undoped
�x=0�, slightly doped �x=1�, and heavily doped �=strain glass�
�x=1.5�.
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B. Origin of the decrease and vanishing of transition entropy
in Ti50−xNi50+x with increasing excess Ni

A long-standing puzzle about the martensitic transition of
Ti50−xNi50+x system is the drastic decrease in the transition
latent heat or entropy as a function of defect content x, and
the entropy eventually vanishes at x�1.5, as shown in Fig.
5. As transition entropy reflects the jump in order parameter
�lattice strain� at Ms, there seems no reason why such a jump
must decrease with increasing defect concentration and must
vanish at high-defect concentration. In the following we
show that this long-standing puzzle can be well explained by
the microscopic picture in Fig. 4.

The transition entropy is proportional to the change in
strain order between the parent phase and martensite phase at
transition temperature.40 For a pure Ti50−xNi50+x �x=0� mar-
tensitic system, the transition is between a fully strain-
disordered parent phase �Fig. 4�a2�� and a fully long-range
strain-ordered martensite �Fig. 4�a3��; thus the transition en-
tropy 	Sx=0 is the largest. For slightly doped alloys �x�xc�,
the transition is between a partially ordered �locally ordered�
parent phase �Fig. 4�b3�� and an imperfectly long-range
strain-ordered martensite �Fig. 4�b4��; thus the difference be-
comes less. This results in a decrease in transition entropy or
latent heat with increasing doping level.

At high-defect content �x�xc�, the unfrozen strain glass
state with quasidynamically disordered strain �Fig. 4�c3��
cannot form long-range strain ordering but instead gradually
freezes into a frozen strain glass state with static disordered
strain �Fig. 4�c4��. Since there is no obvious change in the
degree of strain order during strain glass transition, the tran-
sition entropy or latent heat becomes negligible in the strain
glass composition regime �x�xc�.

C. Origin of the defect-induced negative temperature
coefficient in electrical resistivity of Ni-rich Ti50−xNi50+x

Many previous studies have found that excess Ni can in-
duce an abnormal increase in electrical resistivity in
Ti50−xNi50+x alloy,12,14 the so-called negative temperature co-
efficient of electrical resistivity. Such an effect has remained
a puzzle for a long time. To show this effect clearly, the
electrical-resistivity curves of Ti50−xNi50+x with three typical
defect compositions x=0, 1, and 1.5 are compared in Fig. 6.
The electrical resistivity of defect-free Ti50Ni50 decreases lin-
early above its Ms, exhibiting a normal metallic behavior.
The electric resistivity of x=1 alloy decreases linearly on
cooling in high-temperature regime, which is the same me-
tallic behavior as that of parent phase for pure Ti50Ni50.
However, it gradually deviates from the linear behavior and
then followed by a gradual rise with further cooling, until a
sudden drop occurring at Ms. For a strain glass composition
�x=1.5�, the abnormal increase in electrical resistivity per-
sists down to 0 K. In the following, we shall show that this
defect-induced negative temperature coefficient in electrical
resistivity can be explained by the microscopic picture
shown in Fig. 4.

The abnormal electrical-resistivity behavior of x=1 can
be explained by the evolution of the microstructure of a
slightly doped martensitic system shown from Figs. 4�b1� to

4�b4�. At T�Tnd the system is in a dynamically disordered
parent state �Fig. 4�b1��, being the same as the pure marten-
sitic system �Fig. 4�a1��. Thus the electrical resistivity of x
=1 shows a normal metallic behavior �decreases on cooling�
at T�Tnd. At T�Tnd �Figs. 4�b2� and 4�b3��, static nano-
sized strain domains appear and increase with decreasing
temperature. As these nanodomains in Ni-rich Ti50−xNi50+x
alloys possess R-like structure,4,15,41 and the R phase has a
higher specific electrical resistivity compared with that of the
B2 parent phase,42 the formation of R-like nanodomains and
the increase in volume fraction at T�Tnd cause the deviation
from linearity and the gradual increase in electrical resistiv-
ity. Thus, the onset temperature Tnd for the appearance of
R-like nanodomains can be defined as the temperature at
which the electrical resistivity deviates from linearity. At T
�Ms, the electrical resistivity goes down sharply because of
the formation of B19� martensite with lower specific resis-
tivity.

For heavily doped strain glass x=1.5, a similar explana-
tion holds as for x=1, except that the former does not further
change into a martensite. As shown from Figs. 4�c1� to 4�c4�,
the volume fraction of R-like nanodomains increases con-
tinuously with lowering temperature for T�Tnd, even down
to 0 K. This first causes a deviation from linearity in resis-
tivity at T=Tnd and then a gradual increase with further cool-
ing down to 0 K, for x=1.5 alloy does not go to B19�. At the
strain glass transition temperature T0, there is an inflection
point in the resistivity vs temperature curve; this can be in-
terpreted by the fact that freezing makes further formation of
R nanodomains difficult and thus reduces the increase rate of
the resistivity.

VI. CONCLUSIONS

We systematically studied the transition behavior of
Ti50−xNi50+x as a function of excess Ni concentration x, the
following conclusions were obtained. �1� A quantitative
phase diagram for Ti50−xNi50+x �with excess Ni, 0�x�2.5�
is established. It includes not only the known B2 parent
phase and B19� martensite but also a premartensitic phase
and a strain glass phase.

�2� We suggest that excess Ni �acting as point defect�
plays two key roles in this system: �i� it decreases thermo-
dynamic driving force for forming martensite; �ii� it creates
random local stresses that favor local strain ordering. By
considering the twofold role of point defects, a general mi-
croscopic picture is proposed; it well explains the defect-
induced crossover from martensite to strain glass and the
formation of precursor nanostructure below Tnd.

�3� The gradual decrease and eventual vanishing of tran-
sition entropy with increasing excess Ni content are caused
by the increase in the local strain order �i.e., precursor nano-
structure� in the parent phase and the decrease in the strain
order in martensite. In strain glass regime, there is essentially
no difference between the high-temperature state and low-
temperature state; thus the transition entropy vanishes.

�4� The anomalous negative temperature coefficient of
electrical resistivity in Ni-rich Ti-Ni alloys is caused by the
appearance of static R-like nanodomains at T�Tnd in defect-
containing compositions.
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