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The beating patterns in the Shubnikov-de Haas oscillatory magnetoresistance originating from zero-field
spin splitting of two-dimensional electron gases �2DEGs� in In0.52Al0.48As / InxGa1−xAs / In0.52Al0.48As quantum
wells with silicon � doped on the upper barrier layer have been investigated by means of magnetotransport
measurements before and after illumination. Contrary to the expectation, after each illumination, the beating
nodes induced by the zero-field spin-splitting effect shift to lower and lower magnetic field due to the decrease
in the zero-field spin-splitting energy of the 2DEGs. The anomalous phenomenon of the shift of the beating
nodes and the decrease in spin-orbit coupling constants after illumination cannot be explained by utilizing the
previous linear Rashba model. It is suggested that the decrease in the zero-field spin-splitting energy and the
spin-orbit coupling constant arise from the nonlinear Rashba spin splitting.
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I. INTRODUCTION

Spin-orbit �SO� interaction, which is responsible for spin
relaxation, is essential for the realization of various spin-
tronic devices, e.g., spin-field-effect transistors1,2 or spin
inferometers3–5 both in the diffusive region and ballistic re-
gion, spin filters,6,7 or spin splitters.8 The central theme of
realization of such spintronic devices is to effectively control
spin polarization, spin transport, and spin detection. How-
ever, much more difficult than originally anticipated, these
devices have yet to be realized. The mechanisms for the SO
interaction in semiconductors can originate from the Dressel-
haus term induced by bulk inversion asymmetry �BIA� �Ref.
9� and/or the Rashba term induced by structural inversion
asymmetry �SIA�.10,11 The Rashba SO coupling is of particu-
lar interest due to its potential applications in spin field-effect
transistor �SFET� in the ballistic region, as it can be con-
trolled by an applied gate voltage.1,12–16 However, both
Rashba and Dresselhaus spin splitting are required for fabri-
cating nonballistic SFET.2 For linear Rashba spin-relaxation
mechanism, the electric field �F� due to band bending in the
two-dimensional electron gas �2DEG� channel couples to the
spin of electrons and the SO coupling constant � satisfies as
�� �F�.12,17

In III-V semiconductors, Rashba spin splitting is fre-
quently considered as the main mechanism to the SO inter-
action in narrow gap materials such as InSb, InAs, InAs/
GaSb, InxGa1−xAs / InyAl1−yAs, or InxGa1−xAs / InP
theoretically or experimentally.17–22 Whereas, the Dressel-
haus spin splitting is considered as dominant in wide gap
materials such as AlxGa1−xAs /GaAs theoretically.17,21 How-
ever, it was also shown that both SIA and BIA were of the
important contribution to SO interaction even in the
AlxGa1−xAs /GaAs heterostructures.23–25

In transport measurements, SO interaction and the associ-
ated spin splitting in zinc-blende III-V semiconductor hetero-
structures have been continuously studied for several
decades.12–14,20,26–32 It is common to determine the SO cou-
pling parameter from the beating pattern in Shubnikov-de
Haas �SdH� oscillations12–14,20,26–29 or the analysis of weak
antilocalization.28–32 For the former, the high electron-
mobility system is required so that the SdH oscillations star
to be visible in relatively low magnetic field and the beating
nodes can be observed. When the III-V semiconductor quan-
tum wells were controlled by applying a gate voltage on the
top of the upper surface, both the carrier concentration and
transport mobility show a continuously increase with in-
creasing the gate voltage despite the carrier supplying layer
upon or beneath the channel layer.12–14,29–32 Whereas, as the
gate voltage increases from negative to positive, the pinning
potential at the interface between the Schottky layer and the
gate insulator will be shifted to a lower and lower potential
position. Thus, if the linear Rashba mechanism is dominant,
the strength of SO coupling constant � would be enhanced
due to the increase in the potential gradient, i.e., the electric
field �F�, along the quantum well as the carrier supplying
layer is upon the channel layer �sample 4 in Ref. 30, and
samples 1 and 3 in Ref. 31�, and be weakened due to the
reduction in the potential gradient along the quantum well
while the carrier supplying layer is beneath the channel layer
�Refs. 12–14, 29, and 32, sample 1–3 in Ref. 30, and samples
2 and 4 in Ref. 31�. It is found from the above cases that the
influence of electron transfer on band bending is nearly ne-
glected comparing to the contribution of gate voltage to band
bending. However, for another case, the contribution of elec-
tron transfer to band bending should not be neglected since
this contribution is unique to SIA of the quantum well in an
illumination-controlled 2DEG system. For a quantum well
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with � doped only on one barrier, the band bending in the
conductive channel should be enhanced due to the electrons
transferring from the �-doped layer to the channel after illu-
mination. Thus, the SO coupling constant � should be in-
creased and hence the zero-field spin-splitting energy �0
=2�kF �where kF is the Fermi wave number� is also in-
creased consequently due to the illumination either increas-
ing the electron concentration.

In this work, the influence of illuminations on the beating
patterns is discussed for three In0.52Al0.48As / InxGa1−xAs /
In0.52Al0.48As quantum-well samples with silicon � doped on
the upper barrier by means of magnetotransport measure-
ments. It is observed that the beating nodes shift to lower and
lower magnetic field after each illumination. The zero-field
spin-splitting energy is found to decrease with increasing il-
lumination, which is contrary to expectation. The electron
concentration �Fermi wave number� dependence of spin-
splitting energy contradicting the expectation may be due to
the nonlinear Rashba spin-splitting mechanism.

II. EXPERIMENT

Three In0.52Al0.48As / InxGa1−xAs / In0.52Al0.48As quantum-
well samples were grown on semi-insulating InP�001� sub-
strate using a GEN II solid-source molecular-beam-epitaxy
system. The layer structures of the three samples are listed in
Table I. The samples were cut by 5�5 mm2 square and four
indium Ohmic contacts were made on each sample in a van
der Pauw geometry. SdH measurements were performed us-
ing direct-current technique in a magnetic field range from 0
to 15 T and at different temperatures. The magnetic field is
applied perpendicularly to the heterointerfaces. A red light-
emitting diode was used to illuminate the samples at low
temperature. After the samples are illuminated for each given
time at low temperature, SdH measurements were performed
once again to investigate the shift of the beating nodes. The
2DEG concentration is increased after each illumination.
Due to the persistent photoconductivity effect, the increased
2DEG concentration persists for a long time, which is much
longer than the time of the SdH measurements.

III. RESULTS AND DISCUSSION

Figure 1 shows the magnetoresistance �xx of the 2DEG of
sample 1 before and after illumination as a function of the
applied magnetic field perpendicular to the heterointerface at

1.35 K, respectively. The beating nodes of SdH oscillations
at low magnetic field are clearly observed �see the inset of
Fig. 1�a� or Figs. 1�b� and 1�c��. After illumination, the beat-
ing nodes shift to lower magnetic field. The beating patterns
in Fig. 1 indicate the existence of two closely spaced fre-
quency components of SdH oscillations with similar ampli-
tudes. In order to obtain the frequencies of the oscillations,

TABLE I. Layer structures of the studied samples.

Sample 1 Sample 2 Sample 3

In0.53Ga0.47As cap layer 15 nm 15 nm 15 nm

In0.52Al0.48As 21 nm 25 nm 25 nm

Si � doping 5�1012 cm−2 4�1012 cm−2 4�1012 cm−2

In0.52Al0.48As spacer 4 nm 13.5 nm 12 nm

InxGa1-xAs channel 10 nm x=0.53 15 nm x=0.60 15 nm x=0.65

In0.52Al0.48As buffer 350 nm 350 nm 350 nm

Fe-doped Semi-insulating InP substrate �100�
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FIG. 1. �Color online� �a� The SdH oscillations of magnetore-
sistance �xx of the 2DEG in sample 1 before �black line� and after
�red line� illumination as a function of the applied magnetic field B
perpendicular to the heterointerface at 1.35 K. The inset in �a�
shows the beating patterns of the SdH oscillations before and after
the illumination in low magnetic field range. In order to see the
nodes position clearly, the first derivative of �xx �b� before and �c�
after illumination at 1.35 K is given. The vertical dash lines in �b�
and �c� show the position of beating nodes.
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which are periodic in 1 /B, the fast Fourier transform �FFT�
analysis is used. Figure 2�a� illustrates the FFT spectra of
longitudinal resistance �xx as a function of magnetic field at
the temperature of 1.35 K, before and after illumination, re-
spectively. FFT spectra of longitudinal resistance �xx before
illumination as a function of magnetic field at various tem-
peratures are shown in Fig. 2�b�. In order to tell that the
beating nodes do not move when the temperature increases,
the beating patterns of the first derivative of �xx at different
temperature are also shown in the inset of Fig. 2�b�. Figure
2�a� indicates that the electron concentrations of both the first
and the second subbands are enhanced after illumination.
Whereas the second subband is slightly occupied by 2DEG
and no spin splitting is observed. Hall electron concentra-
tions nH=2.61�1012 cm−2 and 2.72�1012 cm−2, and Hall
mobilities �H=1.40�104 cm2 /Vs and 1.38�104 cm2 /Vs
for sample 1 before and after illumination are extracted from
the experimental transversal resistance �xy as a function of
magnetic field and the conductance at zero magnetic field,
respectively, at 1.35 K, and they are almost constant in the

measured temperature range. Due to the increase in the elec-
tron concentration and the decrease in mobility, the zero-field
resistance is reduced slightly after the illumination �see the
inset of Fig. 1�a��. The electron effective mass of the 2DEG
in sample 1 is 0.044 m0 �where m0 is the free electron mass�
obtained from the temperature dependence of the SdH oscil-
lations before illumination and is almost unchanged after il-
lumination.

The peaks of FFT spectra in Fig. 2�b� decrease rapidly
when the temperature increases, indicating that the peaks do
not derive from the magnetointersubbands scattering effect.
Using n=2ef /h,26 the electron concentrations n before the
illumination are calculated to be 2.32�1012 cm−2, 2.42
�1012 cm−2, and 0.23�1012 cm−2 for the SdH frequencies
f at 48.08, 49.99, and 4.76 T, respectively. And, the electron
concentrations n after the illumination are calculated to be
2.38�1012 cm−2, 2.46�1012 cm−2, and 0.28�1012 cm−2

for the SdH frequencies f at 49.04, 50.94, and 5.71 T, respec-
tively. The total electron concentration is exactly twice as
high as the measured Hall concentration nH, evidencing that
the double-peak structure on the FFT spectra in Fig. 2 is due
to the first subband splitting �left of spin degeneracy�. There-
fore, the electron concentrations n1+, n1−, and n2 �n1+, n1−
corresponding to the two spin-degenerated levels� are 1.21
�1012 cm−2, 1.16�1012 cm−2, and 0.23�1012 cm−2 for
the SdH frequencies f1+ at 49.99 T, f1− at 48.08 T, and f2 at
4.76 T for the sample before the illumination, and, are 1.23
�1012 cm−2, 1.19�1012 cm−2, and 0.28�1012 cm−2 for
the SdH frequencies f1+ at 50.94 T, f1− at 49.04 T, and f2 at
5.71 T for the sample after illumination, respectively. The
total electron concentration including the spin-up and the
spin-down subbands obtained from FFT analysis is almost
equal to the measured nH. The position of the FFT peaks
almost dose not change when the temperature increases �see
Fig. 2�b��, also indicating that the electron concentration is
almost constant in the measured temperature range.

We can extract estimates of the spin-splitting energy from
the beating nodes since the above FFT analysis indicates that
the beating nodes are induced by spin splitting of 2DEG. As
discussed in Ref. 26, the spin-splitting Landau levels giving
rise to two closely spaced frequencies with similar ampli-
tudes lead to a modulation of the SdH amplitude

A � cos �	 , �1�

where 	=� / �
�c�. Nodes in the beating pattern occur at
half-integer values of 	 ��0.5, �1.5, �2.5, etc.�. The last
node corresponds to 	=0.5 and the successively lower nodes
occur at 	=1.5,2.5, . . .. The low magnetic field spin-splitting
energies � at magnetic fields the nodes occur are determined
according to the nodes position indicated in Figs. 1�b� and
1�c�. By plotting the total spin splitting � as a function of
magnetic field B, as shown in Fig. 3, the intercept of the
extrapolation of the experimental � vs B with the vertical
axis �B=0� gives the zero-field spin-splitting energy �0
=3.81�0.01 meV and �0=3.57�0.01 meV before and af-
ter illumination, respectively. It is indicated that the total
zero-field spin-splitting decreases when the sample is illumi-
nated because the illumination decreases the values of the
magnetic field at the same 	 �see Figs. 1�b� and 1�c��. The
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FIG. 2. �Color online� �a� FFT spectra of the magetoresistance
oscillations as a function of 1 /B for sample 1 before and after the
illumination at 1.35 K. �b� FFT spectra of the magetoresistance
oscillations as a function of 1 /B for sample 1 before the illumina-
tion at various temperatures. FFT spectra both in �a� and �b� is taken
with a magnetic field range between 0.4 and 2.5 T. The inset in �b�
shows that the nodes positions in the SdH oscillations do not shift
with increasing the temperature.
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Rashba SO coupling constant �= �4.94�0.01�
�10−12 eV m and �4.58�0.01��10−12 eV m before and
after the illumination are obtained according to the linear
Rashba model �0=2�kF, respectively. It is truly believed
that the illumination makes the reduction in the SO coupling
constant despite the value of the SO coupling constant is
weakened only about 7.3% if the linear Rashba model is
applied since the illumination has enhanced the Fermi wave
number of the spin resolved 2DEG from 3.86�108 to 3.90
�108 m−1 simultaneously while reduced the zero-field spin-
splitting energy. Here we do not use the expression13 �
= ��n1
2 /m���� /2�n1−�n1��1/2 �where n1=n1++n1− and
�n1=n1+−n1−� and the obtained spin-resolved electron con-
centrations to determine the SO coupling constant � based
on the fact that the additional contribution of the Zeeman
term is included into the value of � though the FFT analysis
is taken in a low magnetic field range.22

For samples 2 and 3, the first measurement was performed
before illumination at the temperature of 1.33 K. Next, the
samples were illuminated for a short period of time and a
second SdH measurement was performed after the illumina-
tion at the same temperature. After a longer and longer pe-
riod of illumination followed by the previous SdH measure-
ment, the same procedure was carried out repeatedly until no
significant change in the data could be observed. The 2DEG
concentration is increased after each given time illumination.
In Figs. 4�a� and 4�b� we show the magnetoresistance �xx of
2DEG for samples 2 and 3 as a function of the applied mag-
netic field at different electron concentration at 1.33 K, re-
spectively. Figure 4 indicates that the beating nodes are
shifted after each illumination. Same to the procedure ap-
plied to sample 1, the zero-field spin-splitting energy at dif-
ferent electron concentration of samples 2 and 3 can also be
determined by analyzing the beating nodes. Figures 5�a� and
5�b� show zero-field spin-splitting energy as a function of
Fermi wave number kF of 2DEG for samples 2 and 3, re-
spectively. The zero-field spin-splitting energy decreases
with increasing the Fermi wave number kF in the measured
2DEG concentration range for both samples.

For the samples, after illumination, some of the electrons
of unactivated �-doped silicon atoms �silicon-related DX

centers� at the upper interface of In0.52Al0.48As spacer layer
are activated and then transfer into the quantum well while
the residual positive charge centers still stay at the upper
interface of the In0.52Al0.48As spacer layer.33 Therefore, the
transfer increases the 2DEG concentration, and, the direction
of the electric field induced by the electron transfer is posi-
tive to that in the quantum well, which should give rise to the
enhancement of the quantum confinement of the quantum
well. For InxGa1−xAs / InyAl1−yAs quantum wells, the domi-
nant mechanism to the SO interaction is Rashba spin
splitting.12,14,20,30 Though a relevant contribution to the linear
Rashba SO coupling constant is governed by the band offset
in the valence band and not by the macroscopic electric field
alone evaluated from the bending of the conduction
band,13,22,31,34 it was shown that the major contribution to the
linear Rashba SO coupling constant originates from the band
offset at the interface of the quantum well according to en-
velope function theory.22 Thus, the linear Rashba SO cou-
pling constant is linearly dependent on the asymmetric
conduction-band electric field �F� perpendicular to the 2DEG
channel,12 i.e., �=b�F� �where b is inversely proportional to
the energy gap of quantum well and the effective mass of
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FIG. 4. �Color online� �a� The magnetoresistance �xx of 2DEG
for sample 2 as a function of the applied magnetic field at different
electron concentration at 1.33 K. The inset shows the beating pat-
terns of the SdH oscillations in low magnetic field range. �b� The
beating patterns of the SdH oscillations of magnetoresistance �xx for
sample 3 in low magnetic field range at different electron concen-
tration at 1.33 K. All the curves in �a� and �b� are vertically shifted
for clarity. From top to bottom both in �a� and �b�, the electron
concentration is increased gradually.
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2DEG �Ref. 17��. The energy gap and the effective mass
cannot be changed significantly by illumination, thus, the
coefficient b is almost a constant. If the linear Rashba model
satisfies the spin splitting, the SO coupling constant � should
be increased at all time due to each illumination increases the
average electric field in the well and hence the zero-field
spin-splitting energy �0 is always increased consequently
due to the increase in the electron concentration after each
illumination, which is contrary to the experimental results.

Some theoretical calculations indicated that the Rashba
spin splitting in certain semiconductor quantum wells devi-
ates from the linear behavior at large kF �Refs. 21, 35, and
36� although the underlying physics is not clarified therein. It
is indicated that the Rashba spin splitting is intrinsically a
nonlinear function of the Fermi wave number.37 The spin-
splitting energy is described as �0=2�kF / �1+
kF

2� �where �
is the linear Rashba SO coupling constant for the above men-
tioned linear Rashba model �0=2�kF, 
kF

2 is due to the con-
tribution of kinetic energy of electron�.37 According to the
nonlinear Rashba model, the zero-field spin splitting can un-
dergo a decrease tendency at large Fermi wave number
though � increases with the average electric field in the well.
In another words, the effective Rashba SO coupling constant
�e=� / �1+
kF

2� not always increases with the increase in the
average electric field in the well.

For the studied In0.52Al0.48As / InxGa1−xAs / In0.52Al0.48As
quantum wells here, the Fermi wave number is relatively
large value. Thus, the zero-field spin splitting may transfer

into the range of nonlinear Rashba SO interaction. For the
nonlinear Rashba model, the zero-field spin-splitting energy
is dependent on �, 
, and kF, and �� �F� / �Eg+E0� and 

�1 / �m��Eg+E0�� �where m� is electron effective mass, Eg is
the band gap of the quantum well, and E0 is the quantum
confining energy of the spin resolved subband�.37 Since the
energy gap and the effective mass cannot be changed signifi-
cantly by illumination or gate voltage, � increases with in-
creasing the electric field �F� and decreasing the value of E0,
and, 
 increases with decreasing the value of E0. Note that
the decrease in E0 implies the enhancement of the quantum
confining energy, i.e., increasing the value of EF−E0. In ex-
periment, it is not easy to observe the nonlinear Rashba spin
splitting due to the competition �, 
, and kF. For a gate-
controlled 2DEG system, the gate voltage change the band
bending of conduction band, i.e., the electric field �F� along
the quantum well prominently while changing the 2DEG
concentration, i.e., the Fermi wave number kF, thus it is more
difficult to observe the nonlinear Rashba spin splitting.
Whereas, the electric field �F� will not be change so promi-
nently since the contribution of electron transfer to band
bending is unique to SIA of the quantum well in an
illumination-controlled 2DEG system. Therefore, the nonlin-
ear Rashba spin splitting cannot be observed so difficultly.
After each illumination, both � and 
 are altered due to the
changes in the average electric field in the well and the po-
sition of the subband. Thus, we cannot determine � and 
 at
each value of Fermi wave number kF based on the relation of
�0=2�kF / �1+
kF

2�. Furthermore, in Fig. 1 of Ref. 37, non-
linear Rashba spin-splitting energy can be illustrate as a
function of Fermi wave number at a constant electric field
�F� from numerical results of eight-band k · p theory. How-
ever, this situation cannot be found in practice since the elec-
tric field �F� always changes with the occupation of 2DEG,
i.e., the Fermi wave number due to the occupation of 2DEG
modifies the potential profile of energy band. So that � and 

also cannot be determined directly by fitting the numerical
results to the experimental one. Further study should be done
to identify the nonlinear Rashba spin splitting both theoreti-
cally and experimentally.

IV. CONCLUSIONS

In summary, the beating patterns in the SdH oscillatory
magnetoresistance originating from zero-field spin splitting
of the 2DEGs in InGaAs/InAlAs quantum wells have been
investigated by means of magnetotransport measurements in
the dark and after different illuminations. It is observed that
the electron concentrations increase after each illumination.
Meanwhile, the beating nodes induced by the zero-field spin-
splitting effect shift to lower and lower magnetic field due to
the decrease in the total zero-field spin splitting of the
2DEGs after each illumination. Since the transfer of electron
by illumination enhances the electric field in the well, it is
suggested that the total zero-field spin splitting of the 2DEGs
in the In0.52Al0.48As / InxGa1−xAs / In0.52Al0.48As quantum well
arises from the nonlinear Rashba spin splitting, which was
not reported previously by experiment. The nonlinear Rashba
model needs be further developed to elucidate experimental
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results and extract the correlative parameters.
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