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Migration barriers of intrinsic defects in cubic indium oxide are calculated by means of first-principles
calculations within density-functional theory using the nudged-elastic-band method. Within the open C-type
�bixbyite� structure of In2O3 there is a large variety of distinct migration paths involving the fourth-neighbor
shell. Effective migration energies and diffusion length are calculated by means of kinetic Monte Carlo
simulations. We show that cation barriers have generally higher migration energies as compared to oxygen
defects, which diffuse via correlated jumps. Moreover, there are distinct diffusion paths for anion and cation
interstitials while structural vacancies within the bixbyite structure do not give rise to an enhanced diffusion.
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I. INTRODUCTION

Transparent conductive oxides �TCO� are one of the key
materials in optoelectronic devices such as thin-film solar
cells, organic light-emitting diodes, and flat panel displays.
They are transparent within the visual range while their free
electron concentration approaches values typical for
metals.1,2 Among the TCOs indium oxide �In2O3� and
indium-tin oxide �ITO� play a particularly important role due
to their excellent electronic properties in combination with a
good processing characteristics and a high work function,3,4

which makes them especially suitable for applications in de-
vices containing organic functional layers.5 The electronic
structure of In2O3 is that of a wide gap semiconductor
��2.6 eV� �Refs. 6 and 7� providing the necessary transpar-
ency. The free-electron concentration, which may well ex-
ceed 1021 cm−3, is usually obtained by tin doping8,9 or by
reduction in the undoped material. Free-electron concentra-
tions of 1019 cm−3 in the pure material indicate the presence
of intrinsic point defects in high concentrations. Surprisingly,
rather little is known about the mobility of point defects in
In2O3. Relevant point defects have been identified from mea-
surements of electronic conductivity as function of oxygen
partial pressure8–11 and from theoretical calculations within
density-functional theory �DFT�.12,13 These results suggest
the predominance of oxygen vacancies under reducing con-
ditions and oxygen interstitials in oxidizing environments.
Hitherto, migration paths and barriers of intrinsic defects,
however, have not been investigated. To our knowledge there
exist only few studies which have attempted to measure self-
diffusion coefficients in In2O3.14–16 In these studies, how-
ever, it was not possible to reliably extract the mobilities of
the migrating defects, since the defect concentrations were
either not measured along with the mobilities,15,16 or the
specimen contained impurities.14 Generally, the determina-
tion of diffusion constants is complicated by the entangle-
ment of formation energies with migration energies. While
the migration energies are usually constant, the formation
energies of the defects can change by several electron volts
depending on Fermi energy and oxygen partial pressure.

In this study, we present a complete survey of diffusion
processes of intrinsic point defects in In2O3. We systemati-
cally map out the total-energy surface by means of first-

principles calculations for possible migration paths and iden-
tify the relevant processes for each defect type in several
charge states. In doing so, the role of the peculiar C-type
rare-earth structure �bixbyite� and its influence on the defect
mobilities is particularly addressed. Our results can be used
in future studies to either interpret diffusion experiments or
as a guide for annealing temperatures and defect equilibra-
tion temperatures.

The paper is organized as follows: we first introduce the
underlying host crystal structure in Sec. III and discuss
neighborhood relations and implications on diffusion and
differences to the related fluorite structure. After describing
the methodology, we present the results on oxygen and in-
dium vacancies as well as the interstitials of both constitu-
ents in Secs. IV C and IV D. Finally, in Sec. V we discuss
the accuracy of the results and conclude with a summary.

II. METHODOLOGY

Computational setup

DFT calculations were carried out using the Vienna ab
initio simulation package �VASP�.17,18 The potentials due to
the nuclei and the core electrons were represented by the
projector augmented wave scheme by Blöchl.19,20 The 4d,
5s, and 5p electrons of indium as well as the 2s and 2p
electrons of oxygen were treated as part of the valence while
the plane-wave cutoff energy was set to 500 eV. The gener-
alized gradient approximation �GGA� in the parameteriza-
tion by Perdew, Burke, and Ernzerhof21 was selected to ex-
press the exchange-correlation potential. For Brillouin-zone
integrations, a 3�3�3 k-point mesh was employed. The
GGA+U method was adopted in the formulation by Dudarev

et al.22 with Ū− J̄=7 eV, which we have tested previously
within band structure as well as defect calculations.13,23

This correction shifts the position of the d states and also the
band gap is widened while the lattice constant is reduced
resulting in a better overall agreement of structural param-
eters with experimental data. For the calculation of the tran-
sition state energies we have applied the climbing image
nudged-elastic-band24,25 method, where initial and final po-
sitions are used as input data. Within this method the image
closest to the saddle point will be driven onto the saddle
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point during ionic relaxation. The energy barrier is defined as
�EM =ETS−Ei, the difference between the transition state en-
ergy and the ground state of the initial state.26 The number of
images �initial and final state not included� used for the de-
termination of energy barriers ranged between 3 and 7, de-
pending on the complexity of the diffusion path.

III. CRYSTAL STRUCTURE

Indium oxide crystallizes predominantly in a cubic C-type
rare-earth modification �bixbyite�. The body-centered unit
cell of In2O3 consists of 80 atoms �16 f.u.� with 48 oxygen
and 32 indium atoms. There are 8 indium b sites which differ
from the remaining 24 d sites by an S6 site symmetry com-
pared to C2. In contrast, oxygen sites are all equivalent and
occupy general lattice positions.

In terms of stacking sequence the indium and oxygen at-
oms are distributed on separate layers in �100� planes but on
mixed �110� as well as �111� planes having the compound
stoichiometry. Within the �100� planes, each of the four in-
dium layers contains eight cations, while only every second
layer contains the indium sites of higher symmetry. The four
oxygen layers are equivalent but displaced with respect to
each other by a glide mirror operation.

The bixbyite structure is also often described as a
2�2�2 fluorite lattice. In order to obtain the bixbyite lat-
tice from the latter, 12 anions need to be removed from the
anion sublattice in a systematic way. Each �100� anion layer
contains four of these vacant positions when compared with
the fluorite lattice. These so-called structural vacancies are
denoted by squares in subsequent illustrations, but should not
be confused with thermal vacancies, which are formed on
regular oxygen sites. The structural vacancy position is
rather an interstitial site, and also the one which can accom-
modate interstitials of both constituents most easily, as it was
shown previously.12,13 In the fluorite lattice the anions have a
tetrahedral cation and octahedral anion environment. Cations
are surrounded by cubes of anion neighbors but have a face-
centered cubic nearest cation neighborhood. Due to the struc-
tural vacancies, site symmetries are reduced when compared

with the fluorite lattice and there is a considerable structural
distortion of the face-centered cubic arrangement of the cat-
ion positions.

In the bixbyite structure there are still four cation neigh-
bors �one In-b and three In-d� surrounding the anions in a
strongly distorted tetrahedron arrangement. Further, the num-
ber of first anion neighbors is reduced to four.

Cations are now surrounded by only six anions and in two
different conformations. The geometries can be obtained by
removing anions from the body/face diagonal of the anion
cubes �of the fluorite lattice� for the In-b/In-d sites, respec-
tively.

In the fluorite lattice atomic positions of different neigh-
bor shells are structurally equivalent and therefore the corre-
sponding energy barriers are identical. In the bixbyite struc-
ture, in contrast, the number of distinct migration barriers is
significantly increased due to the reduced symmetry �see
Figs. 1 and 2�.

IV. RESULTS AND DISCUSSION

A. Migration mechanisms

Various defect types can occur in In2O3 depending on the
environmental conditions. The oxygen vacancies are impor-
tant for the pure material10,27 and oxygen interstitials become
important as soon as the material is n-type doped.8 Defect
studies have indicated the relevance of thermal indium
vacancies13,28 as well as oxygen dumbbell defects at higher
oxygen pressures.12,13 For completeness, we have also in-
cluded the indium interstitials, although high formation en-
ergies were reported for this defect.12,13 The complete set of
data including the energy barriers, jump lengths and jump
directions, as well as further details about the migration pro-
cesses are given in Tables I–III. In order to obtain the full set
of migration barriers within the unit cell, all symmetry ele-

ments of the space group 206 �Ia3̄� can be applied to the
representant processes given in the tables. Antisites as well
as the effect of association of defects are presently not con-
sidered. It was shown earlier, that formation energies of an-
tisites are rather high while association energies are negligi-

FIG. 1. �Color online� Nearest neighbors of the oxygen �left� and atomic arrangement surrounding the threefold axis �center/right�.
Rotation axis are included for orientation. Migration paths are indicated by their labels and the numeric values for the corresponding energy
barriers can be found in Table I.
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bly small.13 Further, we want to stress that in highly n-type
doped material defect association and interaction with extrin-
sic impurities is certainly important8,9,29 but also not consid-
ered in the present study.

B. Nomenclature

In the following the different migration processes are la-
beled by the defect symbol according to standard notation in
conjunction with a capital letter superscript indicating a dis-
tinct microscopic diffusional jump. The superscript may ad-
ditionally contain a number to indicate that there is more
than one path leading to the same final state �e.g., intersti-
tialcy processes�. In the following images the processes are
indicated by arrows connecting two sites.

Furthermore, it is generally possible for the defects to
occupy different sublattices �e.g., indium vacancies� sites.
For this reason defect processes are also separated with re-
spect to the sublattice of the initial state �compare with
Tables I–III�

There is a total of seven symmetrically distinct sites �sub-
lattices� to be considered for diffusion which are labeled with
italic lower case letters according to Wyckoff notation �com-
pare with Sec. III�. The general position �e� is relevant for
oxygen vacancy diffusion while two sublattices �b and d� are
involved for the cation vacancies. Both, oxygen and indium
interstitials migrate on the structural vacancy site �c�
whereas only for indium interstitials the high symmetry point

�a� is a stable site. Interstitials have furthermore the possi-
bility to migrate via indirect interstitialcy mechanism, which
involves regular lattice sites being the e site for oxygen in-
terstitials and b /d sites for the indium interstitials. Finally,
the oxygen dumbbell defect occupies the regular oxygen lat-
tice position �e� with two different atoms. This can be
thought of as two different general positions which are dis-
placed from the original oxygen lattice site. In the following
sections the lattice sites of the final states are also catego-
rized in terms of neighbor shell relations and their respective
crystallographic jump directions. For both, neighbor shells
and directions the underlying fluorite lattice geometry is
taken as reference in order to avoid large indices for direc-
tions and additional complications for neighbor relations.

C. Vacancy mechanism

1. Oxygen vacancy

According to experiments, positively charged oxygen va-
cancies are the predominant defect type in In2O3. This is
indicated by the characteristic oxygen partial pressure depen-
dence ��� pO2

−1/6� of the free-electron concentration.10 Also,
theoretical defect calculations predict the presence of oxygen
vacancies.12,13,30 The predominant charge state, however, is
still under debate. In thermodynamic equilibrium, there will
always be a fraction of neutral vacancies besides the ionized
vacancies even for the case of a shallow donor defect. For
this reason we have determined the barriers for the oxygen
vacancies in all potentially occurring charge states �q=0,
+1,+2�. Figure 1 shows the direct neighborhood of the oxy-
gen vacancies. All nearest-neighbor sites of the vacancy are
located in �100� directions �Fig. 1 left�. Migration processes
to these target sites are only pairwise equivalent and denoted
as processes VO

A and VO
B, respectively. The two remaining

�100� directions point toward structural vacancies �c sites�.
Since these directions are not blocked by any atom, we have
also considered migration over the structural vacancy, for
which the target site is located at large distance within the
fourth-neighbor shell �process VO

J in Fig. 1 center/right�.
The second-neighbor shell comprises nine sites located in

�110� directions from which 6 are geometrically accessible
�not blocked by cations�. They are connected by migration
processes labeled VO

C-VO
G. The remaining three �110� direc-

tions again lead to vacant positions. Processes VO
D, VO

E, VO
F are

twofold and represent mechanisms which lead to circulating
motions with no net displacement, if considered separately
�the same is true for processes VO

A and VO
B�. Transitions VO

C,
VO

G on the other hand are only onefold and their saddle points
are aligned on the twofold rotation axis. Transition VO

C, ap-
pears to be of special interest, since its saddle-point configu-
ration has two structural vacancies in its proximity, and
therefore exhibits the lowest oxygen vacancy barrier in any
charge state �e.g., �EM�+2	=0.71 eV�. Note that this pro-
cess represents a migration to the second-neighbor shell in
�011� direction �Fig. 1 center�.

The six third neighbors are located in �111� directions
among which three processes are completely blocked by cat-
ions and therefore are not considered as possible migration
processes. Additionally, another two sites are vacant within

FIG. 2. �Color online� The nearest neighbors of the indium d
�top� and indium d sites �bottom�. Boxes indicate the locations of
structural vacancies. Rotation axis are included for orientation. Mi-
gration paths are indicated by their labels and the numeric values
for the corresponding energy barriers can be found in Table I
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this neighbor shell. Only VO
H and VO

I remain as possible mi-
gration processes, where VO

I corresponds to a migration via
an a-interstitial site. The corresponding migration energies
are, however, rather high ��EM�+2	
5 eV�. In total, we
have calculated the barriers for ten symmetrically distinct
transitions �see Table I�, giving rise to 17 transitions in total.

A remarkable feature of the oxygen vacancy diffusion is
that each specific transition occurs with a maximum multi-
plicity of two. Apparently, not every site on the oxygen sub-
lattice can be reached using only one specific type of pro-
cess. At least two active mechanisms are necessary in order
to allow for larger displacements within the oxygen sublat-
tice. Our findings imply a mixed VO

C, VO
A motion at low tem-

peratures and some additional contribution of VO
B, VO

E, and VO
D

at elevated temperatures. Transitions via long jumps through
the structural vacancies �VO

J � have a surprisingly low-energy
barrier ��EM�+2	=2.55 eV� when compared with other pro-
cesses of similar jump distance �VO

H and VO
I �. This energy

barrier is, however, still too high in order to significantly
contribute to oxygen diffusion at relevant temperatures.

2. Indium vacancy

For In2O3, cation vacancy diffusion is assumed to be neg-
ligibly low because of the small estimated concentration of

vacancies. 8,14 This assumption is, however, not necessarily
justified at higher temperatures28 and high n-type doping lev-
els. Moreover, indium vacancies provide a possible migra-
tion path for the technologically important cation dopants
�tin� for which a considerably mobility has already been re-
ported in the literature.4

The formation energies of vacancies of the two distinct
indium lattice sites VIn-b and VIn-d differ by less than
�E
0.2 eV for all possible charge states.12,13 Since there
are two different sites with similar stability, both sublattices
may contribute to material transport via indium vacancies.
Therefore, it is useful to discuss individual jump processes
which connect only b or d sites and mixed processes con-
necting b with d sites, separately. The predominant charge
state over a wide range of Fermi energies was shown to be
q=−3 on which we also focus here.12,13 We have, however,
also calculated the barriers for q=−2 in order to study the
charge state dependence of migration.

There is only one process of the first type �b to b�, which
can be considered as a possible migration path. The target
site is located toward �100� directions and separated by a
rather large distance of 5.05 Å. There is no blocking along
the migration path but due to the large migration distance the
energy barrier is high as 
5 eV �process VIn

C� and therefore
not activated at relevant temperatures.

TABLE I. Collection of migration barriers for bixbyite indium oxide including oxygen and indium vacancy mechanism. The first column
contains the defect type and its location within the unit cell. The label used in images is given in column three followed by the corresponding
jump distance � and the migration energies �EM in the relevant charge states. Column five gives the multiplicity of the corresponding
process �number of times the process is available by symmetry from one site�. The last column contains one representant of the correspond-
ing jump vector.

Defect Process
�

�Å�

�EM�q	
�eV�

Multiplicity Direction x ,y ,z−3 −2 −1 0 +1 +2 +3

VO VO
A 2.79 1.73 1.09 0.99 2 �0.08,0.44,−2.75�

�x=0.390� VO
B 2.81 2.00 1.37 1.28 2 �0.44, 0.36, 2.75�

�y=0.154� VO
C 2.94 1.53 0.77 0.71 1 �−2.22,−1.93,0.00�

�z=0.382� VO
D 3.29 2.08 1.53 1.50 2 �0.44,−2.30,−2.30�

VO
E 3.31 2.07 1.40 1.35 2 �0.08,−2.38,2.30�

VO
F 3.54 2.09 1.76 1.80 2 �−2.30,2.67,0.36�

VO
G 3.71 3.93 3.82 1 �2.83,0.00,−2.39�

VO
H 4.47 5.72 2 �−2.67,−2.30,2.75�

VO
I 4.51 4.72 1 �−2.22,3.11,−2.39�

VO
J 4.62 2.65 2.55 2 �0.08,−4.61,0.36�

VIn-b VIn-b
A 3.34 2.46 2.31 6 �0.00,−2.19,2.52�

� 1
4 , 1

4 , 1
4 � VIn-b

B 3.82 6.85 6 �0.00,−2.86,−2.52�
VIn-b

C 5.05 4.97 6 �0.00,0.00,−5.05�
VIn-d VIn-d

A 3.34 2.27 2.29 2 �2.19,−2.52,0.00�
�x=0.467� VIn-d

B 3.82 6.65 2 �−2.86,−2.52,0.00�
�y=0.0� VIn-d

D 3.36 2.42 2.30 4 �−0.33,−2.52,2.19�
�z= 1

4 � VIn-d
E 3.83 2.08 2.11 4 �−0.33,−2.52,−2.86�

VIn-d
F 5.05 4.54 2 �−5.05,0.00,0.00�

VIn-d
G 5.10 4.54 2 �−0.67,0.00,−5.05�

VIn-d
H 5.10 4.98 2 �0.00,−5.05,0.00�
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Sites of d type can be found in closer proximity, i.e., the
nearest neighbors for In-b consist only of In-d which are
distributed in a distorted face-centered cubic arrangement
around In-b �Fig. 2�. Two symmetrically inequivalent migra-
tion processes can be identified within this nearest-neighbor

shell of In-b. Taking a �111� plane as the reference as it is
denoted in Fig. 2 processes VIn

A are in-plane motions whereas
VIn

B has out of plane components which lead to significantly
different migration energies. While the barrier for the in-
plane motion is 2.46 eV the out-of-plane migration is sup-

TABLE II. Collection of migration barriers for oxygen and indium interstitials. The first column contains the defect type and its location
within the unit cell. The label used in images is given in column three followed by the corresponding jump distance � and the migration
energies �EM in the relevant charge states. Column five gives the multiplicity of the corresponding process �number of times the process is
available by symmetry from one site�. Column six is one representant of the corresponding jump vector. The last column contains the angle
and jump distance of the lattice atom in the case of intersticialcy mechanism.

Defect Process
�

�Å�

�EM�q	
�eV�

Multiplicity Direction x ,y ,z
Angle→distance

�Å�−3 −2 −1 0 +1 +2 +3

Oi Oi
A 3.62 1.22 0.52 1 �2.09, 2.09, 2.09�

�x=0.397� Oi
B 3.63 2.42 3 �2.09,−2.96,0.00�

�y=0.397� Oi
B1 2.22 1.38 0.77 3 �−0.15,2.15,−0.51� 101.6→2.46

�z=0.397� Oi
B2 2.45 1.38 0.77 3 �−0.06,−2.45,−0.15� 101.6→2.22

Oi
C1 2.45 2.98 3 �−0.06,−2.45,−0.15� 133.1→3.90

Oi
C2 3.90 2.98 3 �−0.15,−2.90,2.60� 133.1→2.46

Oi
D1 2.45 1.47 3 �−0.06,−2.45,−0.15� 135.7→3.44

Oi
D2 3.43 1.47 3 �−0.06,2.60,2.24� 135.7→2.46

Oi
E1 2.45 4.16 3 �−0.06,−2.45,−0.15� 100.7→4.08

Oi
E2 4.07 4.16 3 �−0.51,−2.81,−2.90� 100.7→2.46

Ini−c Ini−c
A1 2.23 1.36 1.62 1 �1.29, 1.29, 1.29�

�x=0.372� Ini−c
B 3.57 2.16 2.75 3 �0.00,2.58,−2.47�

�y=0.372� Ini−c
B1 2.42 1.64 1.69 3 �−1.23,1.62,1.29� 95.35→2.42

�z=0.372� Ini−c
C1 2.14 0.29 0.42 1 �−1.23,−1.23,−1.23� 180.00→2.15

Ini−a Ini−a
A1 2.23 0.67 0.99 2 �−1.29,−1.29,−1.29�

TABLE III. Collection of migration barriers for oxygen dumbbell defect. The first column contains the defect type and its location within
the unit cell. The labels of the processes are given in column three followed by the corresponding jump distance � and the migration energies
�EM in the relevant charge states. Column five gives the multiplicity of the corresponding process �number of times the process is available
by symmetry from one site�. Column six is one representant of the corresponding jump vector. The last column contains the sites which are
connected by the respective process.

Defect Process
�

�Å�

�EM�q	
�eV�

Multiplicity Direction x ,y ,z Sites−3 −2 −1 0 +1 +2 +3

Oi,db−1 Odb−1
X 1.52 0.87 1 �0.76,−0.14,1.30� Oi,db−1→Oi,db−2

�x=0.390� Odb−1
Y 2.46 2 Oi,db−1→Oi−a

�y=0.154� Odb−1
Z 1.43 1 Oi,db−1→Oi−c

�z=0.382� Odb−1
B 1.74 1.68 2 �−0.13,0.21,−1.71� Oi,db−1→Oi,db−1

Odb−1
C 3.22 2.06 1 �2.22, 1.93, 1.30� Oi,db−1→Oi,db−2

Odb−1
D 2.82 1.35 1 �2.03,−0.90,−1.72� Oi,db−1→Oi,db−2

Oi,db−1
E 2.52 1.00 2 �−0.35,1.93,−1.58� Oi,db−1→Oi,db−1

Oi,db−2 Odb−2
X 1.52 0.87 1 �−0.76,0.14,−1.30� Oi,db−2→Oi,db−1

�x=0.390� Odb−2
A 2.18 1.40 1 �0.18,−0.76,2.03� Oi,db−2→Oi,db−2

�y=0.154� Odb−2
C 3.22 2.06 1 �2.22,1.93,−1.30� Oi,db−2→Oi,db−1

�z=0.382� Odb−2
D 2.82 1.35 1 �−0.90,1.72,2.03� Oi,db−2→Oi,db−1

Odb−2
F 2.73 1.19 2 �1.27,−2.21,−0.94� Oi,db−2→Oi,db−2
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pressed ��6 eV� due to close encounters with anions leav-
ing process VIn

A the only relevant exchange mechanism
between b and d sites.

A greater diversity of transitions is found originating from
d sites due to their lower symmetry. For the nearest-neighbor
shell four distinct processes can be identified �VIn

A , VIn
B , VIn

D ,
and VIn

E � instead of two �for In-b�. Transitions VIn
A and VIn

B are
both twofold and connect back to the In-b sites. The energy
barriers differ by the difference of defect formation energy
between the indium vacancies on the two sites. The remain-
ing processes VIn

D and VIn
E are both fourfold and lead to con-

tinued migration on the In-d sublattice with comparably low
barriers of 2.42 eV and 2.08 eV, respectively. Processes at
larger distances involve energy barriers higher than 4 eV and
do not contribute to diffusion �processes VIn

F , VIn
G, and VIn

H�.
In total, the low-energy paths involve the process VIn

A

which connects the two sublattices b and d as well as tran-
sitions VIn

E connecting only d sites. The b site is by 0.2 eV
more favorable when compared with d sites. This result sug-
gests that indium vacancies have a longer residence time on
b sites. However, once a vacancy moves, it will be located on
a symmetrically different site, and migration takes mainly
place on the other sublattice. The corresponding migration
process on the In-d sublattice offers a complete set of tran-
sitions to reach any site within the lattice. The diffusion is
mediated via d sites although b sites are more stable.

D. Interstitial mechanism

1. Oxygen interstitial

In the bixbyite lattice the 16c positions offer a relatively
large volume for the accommodation of interstitial defects.
Indeed, the oxygen interstitials are of major technological
interest for the n-type doped material.8,29 In the charge state
q=−2 they are conjectured to be the main source of electron
compensation in ITO.8 However, the unit cell comprises 80
atoms and 16 interstitial sites are therefore well separated
from each other. The neighbor relations of the interstitial
positions are depicted in Fig. 3 and the corresponding energy
barriers can be found in Table II. The interstitial sites are
aligned chainlike in �111� directions and alternatingly sepa-
rated by interstitial a positions and In-b cations.

The closest neighbor is reached just along the �111� di-
rection. This is a onefold process since the opposite direction

��1̄1̄1̄	� is blocked by an In-b cation. This process �Oi
A� in-

volves traversing an interstitial a site, which for oxygen in-
terstitials in charge state q=−2 is a saddle-point configura-
tion.

The three second neighbors are located toward �110� di-
rections and perpendicular to process Oi

A. The jump distance
of this process Oi

B is rather large �3.63 Å� and additionally
cations partly obstruct the diffusion path �Fig. 3�. Therefore,
the corresponding interstitialcy processes involving the regu-
lar lattice sites �processes Oi

B1 and Oi
B2 in Fig. 3� need to be

considered and compared with the direct process. The inter-
stitialcy processes may occur via two different lattice oxygen
sites depicted in Fig. 3. By symmetry, however, both pro-
cesses Oi

B1 and Oi
B2 are equivalent in energy and offer an

effective multiplicity of six compared to three for the direct
process. The interstitialcy processes have significantly lower
migration energies when compared with the direct ones �1.38
vs 2.42 eV�. Furthermore, interstitialcy jumps to even larger
distances can be constructed �process Oi

D1/Oi
D2� with only

slightly higher-energy barriers �1.48 eV�. In this case, no
direct transition is geometrically realizable. Similarly, the

path Oi
E in �1̄1̄1̄	 direction is blocked by an indium atom

�Fig. 3� but two interstitialcy processes �Oi
E1 and Oi

E2� can be
constructed, which are again symmetrically equivalent.
These events have high migration energies and are not likely
to play a role.

The lowest migration barrier for oxygen interstitial diffu-
sion is process Oi

A �1.22 eV�. Similar like in the case of
oxygen vacancies this single process is not sufficient to pro-
vide a complete diffusion path. In order to reach any inter-
stitial site of the lattice, interstitialcy jumps via Oi

B1/Oi
B2 are

needed. The rate determining transitions are therefore Oi
B1

and Oi
B2. In between these events Oi

A will be active, how-
ever, not lead to any net displacement but only to an ex-
change of the interstitial between two c sites in nearest
neighborhood.

2. Indium interstitial

For indium interstitial diffusion the same sublattice as for
the oxygen interstitials is used. The minimum energy posi-
tion of the interstitial is located closer to the In-b atom when
compared with the oxygen interstitials �compare values of

FIG. 3. �Color online� Nearest neighborhood of the interstitial
positions for Ini−c �left� and Oi−c �right�. The nearest interstitial
positions are connected. The additionally stable stationary point �a
site� for indium interstitials is denoted by a black ball. Rotation axis
are included for orientation. Migration paths are indicated by their
labels and the numeric values for the corresponding energy barriers
can be found in Table II.
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first column in Table II� Additionally, the interstitial a site is
a stable minimum with an increased formation energy of 0.6
eV for indium interstitials, whereas it is simply a saddle-
point configuration for oxygen interstitials.

There is one unique process �Ini
A1� connecting c with a

positions. The decay back to a regular interstitial site can
occur to either side along �111� �Fig. 3 left�. In contrast to

the case of oxygen interstitials, the �1̄1̄1̄	 direction is avail-
able for migration via an interstitialcy mechanism �Ini

C1�.
Energetically, the latter process also constitutes the lowest-
energy transition for indium interstitials with a remarkably
low barrier of 0.42 eV in the charge state +3. The opposite
direction toward the a site is considerably higher �1.62 eV�
but still lower in transition energy than processes leading
away from the �111� axis �1.69 eV�.31 Interstitialcy processes
leading away from the �111� axis �Ini

B1� are again favored
over direct mechanisms �Ini

B�. Compared to oxygen intersti-
tials the multiplicity of this mechanism is only three due to
the smaller number of neighboring indium cations.

For indium interstitials comparable energy barriers were
found as for oxygen interstitial diffusion �
1.3–1.5 eV�,
however, the overall mechanism is very different. In the case
of oxygen, transitions leading away from �111� axis ulti-
mately determine the activation for diffusion although pro-
cesses along �111� are always faster. For indium interstitials,
the b-lattice indium does not play a constraining role within
�111� direction and the data suggests another mode of migra-
tion. Here, the �111� axes can serve as quasi-one-
dimensional diffusion channels with a sequence of processes
. . .Ini−c

C1 → Ini−c
A1 → Ini−a

A1. . .. Depending on temperature the in-
terstitials can change to other �111� channels via Ini−c

B1 .

3. Oxygen dumbbell interstitial

The oxygen dumbbell interstitial is a covalently bonded
oxygen dimer defect located on a regular lattice site. This
defect can be found in several orientations.13 The most stable
form of the dumbbell is the neutral charge state. We have
shown in a previous study13 that for the neutral charge state
the regular oxygen interstitial c sites denote only very shal-
low or no minima on the total-energy surface and can there-

fore be considered as transition states for the oxygen dumb-
bell rather than stationary intermediate configurations.
Further, only the dumbbell configuration in its most stable
configuration is considered for migration in the present
study.

Since the motion of the dumbbell is exclusively restricted
to the regular oxygen sublattice similar considerations apply
for possible migrations mechanisms as for the oxygen vacan-
cies. The difference, however, is that there are now two par-
ticles attempting a jump. As a consequence, each process of
the oxygen vacancy diffusion generally results in four dis-
tinct processes. For the same reason also Table III is split
into two parts for Oi,db−1 and Oi,db−2, respectively. The Oi,db−1
is the oxygen, which has In-b as nearest cation neighbor
�Fig. 4 left�.

In Fig. 4 the neighboring oxygen dumbbell orientations of
the first- and second-neighbor shells of the oxygen sites are
shown. For each oxygen site two atoms are depicted with
their varying relative dimer axis orientations. Due to the vast
number of possible processes we have only considered tran-
sitions for which the analogous oxygen vacancy mechanism
barriers did not exceed 2.5 eV. Moreover, the number of
processes can further be decreased by symmetry and geo-
metrical considerations. For example, we have mainly con-
sidered processes where the ground-state configurations of
the dimer on initial and target sites assume an approximately
head to head configuration. Beside site to site jumps, the
oxygen dumbbell can perform an on-site rotation i.e., instan-
taneous exchange of Oi,db−1 with Oi,db−2 atoms with an en-
ergy barrier of 0.87 eV.

The lowest corresponding migration energies for the
dumbbell migration do neither comprise the first-neighbor
shell �Odb−2

A and Odb−1
B � nor process Odb−1

C , for which the low-
est migration energies were found in the case of the oxygen
vacancies. These processes have migration energies of 1.40
eV, 1.68 eV, and 2.06 eV for Odb−2

A , Odb−1
B , and Odb−1

C , respec-
tively. In the case of the oxygen dumbbell, the lowest migra-
tion energies are found among jumps which direct the defect
around the threefold rotation axis �Oi,db−1

E and Odb−2
F � and are

part of the second-neighbor shell of the oxygen sublattice.
This is plausible, since the dumbbell consists of a surplus
atom and the structural vacancies are all aligned on threefold

FIG. 4. �Color online� First neighbors of the oxygen site when occupied by a dumbbell defect �left�. View along an �111� axis from the
side �center� and from the top �right�. The most important jump processes are labeled within the images.

Ab initio MODELING OF DIFFUSION IN… PHYSICAL REVIEW B 81, 195205 �2010�

195205-7



axis. Figure 4 shows the relative orientations of dimers in an
arrangement close to the threefold rotation axis. The ex-
change process for these transitions is probably facilitated by
the presence of the structural vacancy which is not the case
for the nearest-neighbor processes �Odb−2

A and Odb−2
B �. These

two low-energy processes, however, do not suffice to provide
migration to all oxygen lattice sites. For a net displacement
at least three different migration mechanisms need to be ac-
tive. Our results suggest that beside the low-energy processes
Oi,db−1

E �1.01 eV� and Odb−2
F �1.20 eV� process Odb−1

D �1.35
eV� needs to be additionally active �see Fig. 4�.

E. Effective values and annealing temperatures

In order to use our data for obtaining macroscopic diffu-
sion parameters, the set of migration barriers for each defect
in a certain charge state needs to be averaged in an appropri-
ate way. From the findings in Secs. IV C and IV D it is clear
that for all defects �except VIn� the lowest-energy processes
do not build a closed diffusion path. As it was also shown for
several defects more than one sublattice is necessarily used
during migration in In2O3. It therefore cannot be expected
that the effective migration energy �which can be experimen-
tally measured� will only be dominated by the migration pro-
cesses with the lowest energy. In order to appropriately
evaluate the contribution of each barrier to the effective mi-
gration energy �EM

ef f we have adopted a kinetic Monte Carlo
�KMC� algorithm32 in order to evaluate the mean-square dis-
placement for each defect in its different charge states. We
have performed a random walk on the respective sublattices
and included all calculated barriers. The mean-square dis-
placement was averaged for each temperature until �EM

ef f and
�M

ef f, the effective migration barrier and jump length, were
converged to a relative error better than 10−2. The resulting
values are listed in Table IV and given for two different
temperature ranges. We find that, generally, both the effec-

tive jump length and the effective exponential factor become
slightly temperature-dependent parameters. For an estimate
of the absolute jump frequencies, from the transition prob-
abilities, effective attempt frequencies are additionally
needed. The values can be approximated on the basis of pho-
non calculations, which we have presented previously28 and
which also agree with IR-absorption data.2 For diffusion of
oxygen species �VO and Oi� and indium species �VIn and Ini�
we have used 15 THz and 5 THz, respectively. They are
obtained by averaging over the corresponding partial phonon
densities of state and mainly account for the differing masses
of the two constituents. The total effective jump frequency
was also converted into an “annealing temperature,” which
indicates the temperatures at which a particular defect be-
comes significantly mobile, i.e., when a specific defect type
can equilibrate its population in the material in some reason-
able time. As a definition we use the temperature at which
the diffusion constant for the specific defect reaches a value
of 10−12 cm2 s−1 and the corresponding temperature for each
defect is listed in Table IV.33 The value is largely dominated
by the exponential term and does not severely suffer by the
approximation of the attempt frequencies. Note that �EM

ef f

generally differs from the lowest migration barrier for any
defect type which is also given in the same table.

1. Mobile defects

From Table IV it can be readily seen that oxygen vacan-
cies in their presumably most stable charge state +2 become
significantly mobile already at slightly elevated temperatures
of about 400 K. In contrast, the indium vacancies do not get
mobile before reaching temperatures of at least 820 K, which
is not relevant in most technical applications but for diffu-
sion measurements.14,15 The difference is much less pro-
nounced for the interstitials in the predominant charge states
+3 and −2 for indium interstitials and oxygen interstitials,

TABLE IV. Effective migration energies �Eef f
M and effective diffusion length � for all defects in two

different temperature regimes. Additionally, the lowest-energy path with its corresponding jump distance is
given. The effective migration energy is generally higher when compared with the lowest migration energies.
The last column contains the annealing temperature which indicates the temperature range in which the defect
becomes significantly mobile.

Defect q

�Eef f
M

�eV�
�ef f

�Å�
�Eef f

M

�eV�
�ef f

�Å�
�Emin

M

�eV�
�min

�Å�
Tan

�°K�1700–1500 K 700–900 K

VO 0 1.83 3.49 1.77 2.44 1.53 2.94 640

+1 1.20 3.58 1.13 2.39 0.77 2.94 410

+2 1.10 3.32 1.02 2.26 0.71 2.94 370

VIn −3 2.26 4.09 2.27 4.24 2.21 3.83 820

−2 2.21 4.13 2.17 3.35 2.11 3.83 800

Oi −2 1.41 6.36 1.40 5.96 1.22 3.62 480

−1 0.74 3.94 0.77 4.62 0.52 3.62 270

Oi,db 0 1.19 2.52 1.20 2.65 1.00 2.52 430

Ini +3 1.67 7.27 1.66 7.08 0.42 2.14 580

+2 1.44 5.99 1.39 4.41 0.29 2.14 500
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respectively. They become mobile in a temperature range
around 500–600 K, which are relatively high values for in-
terstitial diffusion. The dumbbells on the other hand have an
annealing temperature comparable with that of the oxygen
vacancies in charge state +2. To our knowledge, no dedicated
annealing experiments �after irradiation� have been per-
formed on In2O3 yet, so that comparison can only be done
indirectly. Wirtz and Takiar14 have derived the chemical dif-
fusion constant from relaxation measurements and extracted
1.5 eV and 1.4 eV for the migration energies of Oi−c� and VO

·· ,
respectively. Considering the statistical accuracy of their
measurement and the impure sample, the agreement with our
calculations �1.4 and 1.10 eV� is good. It is especially note-
worthy that the oxygen interstitial migration is found to have
a larger effective migration energy in both, theory and ex-
periment. Furthermore, studies on the electrical
conductivity10,11,27 show annealing effects �irreversible
change of conductivities� at temperatures of 
400 K which
can be related to the activation of oxygen vacancy migration
in charge state +2.

2. Role of the structural vacancy

The presence of the vacant sites in the bixbyite structure
influences diffusion in two different ways. First, the point
symmetry of all sublattices is lowered and generally a greater
variety of different barrier heights can be identified. Due to
the increased free volume, jumps toward these interstitial
sites are usually lowered. However, for the oxygen and in-
terstitial sublattices the lowest barriers do not offer a com-
plete migration path via which a net diffusion can occur for a
defect as we have shown. The lowest-energy barriers there-
fore do not contribute to the migration energy in these cases
but to the prefactor for diffusion by connecting two lattice
sites and increasing the multiplicity of the remaining mecha-
nisms. This also means that the available free volume in
In2O3 when compared with other CaF2 derived structures
does not result in a necessarily higher diffusion in the mate-
rial as far as the barriers are concerned. Nevertheless, the
structural vacancies enable the structure to accommodate
large numbers of interstitial defects, which contribute to the
total diffusion coefficient via the defect concentrations. The
main effect of the structural vacancies is the break in sym-
metry and the resulting break of degeneracy in the migration
processes.

3. Charge state dependence

As it is shown in Fig. 5 for all defects a charge state
dependence of migration energies is found. The effect is
mostly homogeneous for all processes �oxygen interstitials
are an exception� of one particular defect type. While the
migration energies tend to be low in the case of lower charge
states, the opposite is true for the oxygen vacancies. Gener-
ally, the migration energies for VO are increased by 
0.7 eV
when compared with the ionized vacancies �q=+1 /+2�. The
charge state dependence is most important for the case of
oxygen interstitials and to a lesser extent for the indium va-
cancies. Since the q=−2 and q=−3 charge state are most
stable for these defects the charge state dependence has also

a further implication. For these charge states the electrons
occupy acceptor states, which, in principle, can be removed
under illumination. Based on our results the deionized de-
fects �lower charge state� have a higher mobility which could
lead to a light induced enhancement of diffusion. The ab-
sorption energies should lie little below the band-gap width
since the acceptor defect states are found close to the
valence-band maximum and no significant charge-state-
dependent relaxation occurs for these defects. Therefore, we
suggest that an enhanced bulk equilibration due to illumina-
tion could be possible. In experiments such an effect has
already been observed for In2O3

34 and is now well explained
by our findings. We suggest the oxygen interstitials to be
responsible for enhanced oxygen diffusion under UV illumi-
nation. Furthermore, we point out that this effect could also
lead to aging effects in optoelectronic devices especially with
organic materials and at short wavelengths of light.

V. ACCURACY

The numerical accuracy of the total-energy calculations
does only marginally affect the total error of the defect cal-
culations, when compared with other potential sources of
errors. Energy differences are taken of very similar configu-
rations with the same number of atoms so that numerical
inaccuracies should greatly cancel.

We assume the errors of the calculation to arise either
from finite cell size effects or due to problems connected
with the exchange-correlation functional. Using the GGA
functional in conjunction with the on-site corrections, we
obtain a realistic picture of the bonding behavior and an
accurate cohesive energy and cell volume. We therefore as-
sume the GGA+U method to be superior to GGA only be-
cause it reproduces best the electronic structure as well as the
structural parameters at low computational costs. Tests, how-
ever, showed that the differences in energy barriers are in the
range of 
0.1 eV when compared with GGA calculations.
Unfortunately, it is presently not possible to test the absolute
accuracy of the exchange-correlation functional for barrier
calculations in a bulk system such as In2O3.

Beside the exchange-correlation functional, the major er-
rors can be expected to emerge from the finite cell size. Since

FIG. 5. �Color online� The charge state dependence for several
barriers and all defect types. The order of barrier heights is mostly
kept with changing charge state.
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the Madelung-type electrostatic finite-size contributions can-
cel for defect migration, the energies are expected to con-
verge more rapidly and scale like 1 /N or faster �elastic in-
teractions�, where N is the number of atoms. Due to the large
number barriers and the fact that several different cell sizes
are needed in order to evaluate the scaling behavior we have
not investigated the cell size dependence, presently. Assum-
ing that the cell-size effect is mainly caused by elastic strain
fields the calculated values should be seen as an upper
boundary for the migration energies in the diluted limit. We
assume that the relative change in migration energies would
be small when compared with the errors on an absolute scale.
Therefore, the qualitative conclusions should not be affected
by finite-size effects. It is also noteworthy that semilocal
functionals tend to underestimate the energy barriers,35,36

which may lead to fortious cancellations in our study.

VI. SUMMARY AND CONLCUSION

For the oxygen vacancy and interstitials, we have shown
that the break of symmetry and the omission of anion sites
compared with the fluorite lattice introduces migration barri-
ers with considerably low energies. However, these barriers
can only contribute to the prefactor at relevant temperatures.
The oxygen vacancy diffusion is mediated by two of the four
nearest oxygen neighbors plus one process to the second
neighborhood. For the interstitials we have found diffusion
to occur via a mixed interstitial/interstitialcy mechanisms.
The regular interstitial mechanism connects interstitial sites
along �111� axis whereas jumps away from the �111� axis
need to proceed via an interstitialcy mechanism for indium
as well as oxygen interstitials, where the multiplicity is
higher for oxygen interstitials.

Migration is mediated by processes along �111� for the
indium interstitials, whereas the perpendicular direction is
rate determining for the oxygen interstitials. Indium vacancy
diffusion is found to have energy barriers of about 2 eV. The
diffusion mechanisms are such that the indium sites with
higher symmetry are avoided most of the time. The lowest
migration barrier can provide a complete path throughout the
structure. Lastly, we have investigated oxygen dumbbell dif-
fusion which occurs on the oxygen sublattice. We found that
the normal interstitial positions are avoided in this case. The
nearest neighbors do not significantly contribute to diffusion

of this defect. Dumbbell defects mainly perform on-site ro-
tations and dumbbell exchange takes place along �110� di-
rections within �111� planes which are part of the second-
neighbor shell. The symmetry is strongly broken and there is
a whole ladder of possible transition energies. A strong
charge state dependence is found for migrating oxygen rather
than for indium atoms and is systematic for different migra-
tion processes.

We have presented a comprehensive study on diffusion
mechanisms in indium oxide of the cubic polytype. It is an
attempt to quantify the kinetics of point-defect migration in a
C-type rare-earth crystal structure �bixbyite� by means of
first-principles calculations. We have mapped out the total-
energy surface in In2O3 for possible migration paths for sev-
eral defects in their predominant charge states. We find a
wealth of contributing migration processes, especially for de-
fects which are bound to the oxygen sublattice �VO and
Oi,db�. For most of the defects, we have shown that the low-
energy processes do not dominate the effective exponential
factor, which is the measured quantity in experiments. We
have consistently determined the effective parameters for
diffusion by means of KMC simulations. The oxygen inter-
stitial migration was found to have higher migration energy
in accordance with experiments and a migration which is
fundamentally distinct from that of the cation interstitials.
The latter defects migrate quasi-one dimensionally along
�111� axis, whereas for oxygen interstitial �q=−2� migration
the determining processes are jumps perpendicular to the
�111� axis. The indium vacancies have been found to migrate
slower but a measurable mobility should be expected for
experiments at higher temperatures. Finally, the calculated
annealing temperature of VO

·· could be related to irreversible
features in electrical conductivity measurements.

ACKNOWLEDGMENTS

We would like to thank A. Klein as well as C. Körber
and A. Wachau for helpful discussions. We acknowledge
the financial support through the Sonderforschungsbereich
595 “Fatigue of functional materials” of the Deutsche
Forschungsgemeinschaft. Moreover, this work was made
possible by grants for computing time on HHLR supercom-
puters at HRZ and FZ Juelich. We also acknowledge finan-
cial support through a bilateral travel program funded by the
German foreign exchange server �DAAD�.

*Corresponding author: agoston@mm.tu-darmstadt.de
1 H. L. Hartnagel, A. K. J. Dawar, and C. Jagadish, Semiconduct-

ing Transparent Thin Films �Institute of Physics, Bristol, 1995�.
2 I. Hamberg and C. G. Granqvist, J. Appl. Phys. 60, R123 �1986�.
3 A. Klein, Appl. Phys. Lett. 77, 2009 �2000�.
4 Y. Gassenbauer, R. Schafranek, A. Klein, S. Zafeiratos, M.

Hävecker, A. Knop-Gericke, and R. Schlögl, Phys. Rev. B 73,
245312 �2006�.

5 L. S. Hung and C. H. Chen, Mater. Sci. Eng. R. 39, 143 �2002�.
6 A. Walsh et al., Phys. Rev. Lett. 100, 167402 �2008�.

7 F. Fuchs and F. Bechstedt, Phys. Rev. B 77, 155107 �2008�.
8 G. Frank and G. Köstlin, Appl. Phys. A 27, 197 �1982�.
9 S. P. Harvey, T. O. Mason, Y. Gassenbauer, R. Schafranek, and

A. Klein, J. Phys. D 39, 3959 �2006�.
10 G. Rupprecht, Z. Phys. 139, 504 �1954�.
11 J. H. W. de Wit, J. Solid State Chem. 13, 192 �1975�.
12 S. Lany and A. Zunger, Phys. Rev. Lett. 98, 045501 �2007�.
13 P. Ágoston, P. Erhart, A. Klein, and K. Albe, J. Phys.: Condens.

Matter 21, 455801 �2009�.
14 G. P. Wirtz and H. P. Takiar, J. Am. Ceram. Soc. 64, 748 �1981�.

PÉTER ÁGOSTON AND KARSTEN ALBE PHYSICAL REVIEW B 81, 195205 �2010�

195205-10

http://dx.doi.org/10.1063/1.337534
http://dx.doi.org/10.1063/1.1312199
http://dx.doi.org/10.1103/PhysRevB.73.245312
http://dx.doi.org/10.1103/PhysRevB.73.245312
http://dx.doi.org/10.1016/S0927-796X(02)00093-1
http://dx.doi.org/10.1103/PhysRevLett.100.167402
http://dx.doi.org/10.1103/PhysRevB.77.155107
http://dx.doi.org/10.1007/BF00619080
http://dx.doi.org/10.1088/0022-3727/39/18/006
http://dx.doi.org/10.1007/BF01374559
http://dx.doi.org/10.1016/0022-4596(75)90118-8
http://dx.doi.org/10.1103/PhysRevLett.98.045501
http://dx.doi.org/10.1088/0953-8984/21/45/455801
http://dx.doi.org/10.1088/0953-8984/21/45/455801
http://dx.doi.org/10.1111/j.1151-2916.1981.tb15900.x


15 I. Ikuma and T. Murakami, J. Electrochem. Soc. 143, 2698
�1996�.

16 Y. Ikuma, M. Kamiya, N. Okumura, I. Sakaguchi, H. Haneda,
and Y. Sawada, J. Electrochem. Soc. 145, 2910 �1998�.

17 G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169 �1996�.
18 G. Kresse and J. Furthmüller, Comput. Mater. Sci. 6, 15 �1996�.
19 P. E. Blöchl, Phys. Rev. B 50, 17953 �1994�.
20 G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 �1999�.
21 J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77,

3865 �1996�, erratum: 78, 1396 �1997�.
22 S. L. Dudarev, G. A. Botton, S. Y. Savrasov, C. J. Humphreys,

and A. P. Sutton, Phys. Rev. B 57, 1505 �1998�.
23 P. Erhart, A. Klein, R. G. Egdell, and K. Albe, Phys. Rev. B 75,

153205 �2007�.
24 G. Henkelman and H. Jónsson, J. Chem. Phys. 113, 9978

�2000�.
25 G. Henkelman, B. P. Uberuaga, and H. Jónsson, J. Chem. Phys.

113, 9901 �2000�.
26 G. H. Vineyard, J. Phys. Chem. Solids 3, 121 �1957�.

27 R. L. Weiher, J. Appl. Phys. 33, 2834 �1962�.
28 P. Ágoston and K. Albe, Phys. Chem. Chem. Phys. 11, 3226

�2009�.
29 O. Warschkow, D. E. Ellis, G. B. González, and T. O. Mason, J.

Am. Ceram. Soc. 86, 1700 �2003�.
30 P. Ágoston, K. Albe, R. M. Nieminen, and M. J. Puska, Phys.

Rev. Lett. 103, 245501 �2009�.
31 Although the energy barriers do not differ much, we have found

indications that the difference would increase for larger cell
sizes.

32 K. A. Fichthorn and W. H. Weinberg, J. Chem. Phys. 95, 1090
�1991�.

33 This estimate is based on the Einstein equation and assumes the
equilibration of a micrometer sized sample within an hour.

34 C. Xirouchaki, G. Kiriakidis, T. F. Pedersen, and H. Fritzsche, J.
Appl. Phys. 79, 9349 �1996�.

35 J. Baker, M. Muir, and J. Andzelm, J. Chem. Phys. 102, 2063
�1995�.

36 J. L. Durant, Chem. Phys. Lett. 256, 595 �1996�.

Ab initio MODELING OF DIFFUSION IN… PHYSICAL REVIEW B 81, 195205 �2010�

195205-11

http://dx.doi.org/10.1149/1.1837075
http://dx.doi.org/10.1149/1.1837075
http://dx.doi.org/10.1149/1.1838735
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1016/0927-0256(96)00008-0
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.59.1758
http://dx.doi.org/10.1103/PhysRevLett.77.3865
http://dx.doi.org/10.1103/PhysRevLett.77.3865
http://dx.doi.org/10.1103/PhysRevB.57.1505
http://dx.doi.org/10.1103/PhysRevB.75.153205
http://dx.doi.org/10.1103/PhysRevB.75.153205
http://dx.doi.org/10.1063/1.1323224
http://dx.doi.org/10.1063/1.1323224
http://dx.doi.org/10.1063/1.1329672
http://dx.doi.org/10.1063/1.1329672
http://dx.doi.org/10.1016/0022-3697(57)90059-8
http://dx.doi.org/10.1063/1.1702560
http://dx.doi.org/10.1039/b900280d
http://dx.doi.org/10.1039/b900280d
http://dx.doi.org/10.1111/j.1151-2916.2003.tb03543.x
http://dx.doi.org/10.1111/j.1151-2916.2003.tb03543.x
http://dx.doi.org/10.1103/PhysRevLett.103.245501
http://dx.doi.org/10.1103/PhysRevLett.103.245501
http://dx.doi.org/10.1063/1.461138
http://dx.doi.org/10.1063/1.461138
http://dx.doi.org/10.1063/1.362612
http://dx.doi.org/10.1063/1.362612
http://dx.doi.org/10.1063/1.468728
http://dx.doi.org/10.1063/1.468728
http://dx.doi.org/10.1016/0009-2614(96)00478-2

