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Superconducting quantum interference device microscopy shows stripes of increased diamagnetic suscepti-
bility in the superconducting state of twinned, orthorhombic, underdoped crystals of Ba�Fe1−xCox�2As2, but not
in tetragonal overdoped crystals. These stripes are consistent with enhanced superfluid density on twin
boundaries.
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The iron arsenide superconductors have critical tempe-
ratures Tc up to 57 K, multiband Fermi surfaces, and un-
doped parent compounds that have a paramagnetic to antifer-
romagnetic as well as a tetragonal to orthorhombic transition
below temperatures of �100–200 K. In Ba�Fe1−xCox�2As2
and other members of the 122 family �AFe2As2 with A=Ca,
Sr, and Ba�, doping causes the spin-density-wave transi-
tion temperature TSDW and the structural transition tem-
perature TS to decrease,1,2 falling to zero at or near the
doping where the highest Tc occurs, suggesting the impor-
tance of lattice changes in determining transport properties.
Both experiment3–5 and theory6 have suggested a close
relationship between structural and magnetic properties,
leading some authors to describe the lattice and spin-
density-wave transition by a single order parameter.7,8

In addition, structural strain appears to play a significant
role in the superconductivity. For example, in the 122
compounds, small amounts of nonhydrostatic pressure can
induce superconductivity.9–13 In addition, there is evidence
that the structural perfection of the Fe-As tetrahedron is
important for the high critical temperatures observed in the
Fe pnictides.14,15 In the present work, we find evidence for
the importance of a particular structural formation, a twin
boundary, in increasing the superfluid density. Imaging the
local diamagnetic susceptibility �Fig. 1� of single crystals of
underdoped �UD� Ba�Fe1−xCox�2As2 �x�0.07�, we find a
striped pattern for T�Tc, consistent with a large enhance-
ment of the superfluid density on the twin boundaries.

The crystal growth is described in Ref. 1. Superconduc-
tivity is induced by substituting Co onto the Fe site16 with
optimal doping occurring at x�0.07. We use a variable-T
scanning superconducting quantum interference device
�SQUID� susceptometer17–19 with two field coil/pickup loop
pairs in a gradiometer configuration. One field coil/pickup
loop pair is scanned over the sample �Fig. 1�a� overlay
sketch�. In the more common measurement mode of scan-
ning SQUID magnetometry, there is no field from the field
coil, and the images of the flux through the pickup loop
indicate the local magnetic field of the sample integrated

over the pickup loop area. In the scanning SQUID suscep-
tometry images shown in this paper, an ac current in the field
coil creates a local applied field. The resulting total ac flux
through the SQUID pickup loop includes the contribution
from the magnetic field generated by the sample in response.

FIG. 1. �Color online� Local susceptibility image in underdoped
Ba�Fe1−xCox�2As2, indicating increased diamagnetic shielding on
twin boundaries. �a� Local diamagnetic susceptibility, at T=17 K,
of the ab face of sample UD1 �x=0.051 and Tc=18.25 K�, showing
stripes of enhanced diamagnetic response �white�. In addition there
is a mottled background associated with local Tc variations that
becomes more pronounced as T→Tc. Overlay: sketch of the scan-
ning SQUID’s sensor. The size of the pickup loop sets the spatial
resolution of the susceptibility images. ��b� and �c�� Images of the
same region at �b� T=17.5 K and �c� at T=18.5 K show that the
stripes disappear above Tc. A topographic feature �scratch� appears
in �b� and �c�.
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The mutual inductance of each pair is defined as the ratio of
the ac flux through the pickup loop divided by the ac current
through the field coil. Each pair has a mutual inductance
800�0 /A, where �0=h /2e is the superconducting flux quan-
tum, in the absence of a sample. When one field coil/pickup
loop pair is scanned close to a sample, the inductance of that
pair is modified by an amount �, due to the sample’s local
magnetic susceptibility. The data shown here were taken
with a 0.25 mA ac current in the field coil, which would
generate a field of �1.5 Gauss at the surface of the sample
in the absence of screening. We have checked that all data in
this paper are within the linear-response regime.

The exact relationship of � to the local magnetic penetra-
tion depth � and superfluid density ns�1 /�2 is determined
by the sample and sensor geometry as described in Refs.
17–20. For a uniform sample in the limit of small ns, �
�ns

3/2. The spatial resolution is primarily determined by
the pickup loop diameter �4 �m�, although the field coil
diameter �17 �m� and sample-sensor separation �1–2 �m�
also play a role.

We observe lines of enhanced diamagnetic susceptibility,
henceforth called “stripes,” along the orthorhombic �110�
or �11̄0� crystalline directions. The orientation of the samples
was determined in situ by imaging crystal edges, which natu-
rally cleaved along the �100� or �010� directions. A sus-
ceptibility image of a region of sample UD1 is shown in
Fig. 1�a�. These stripes are observed only below the super-
conducting transition as shown by Figs. 1�b� and 1�c�, taken
below and above Tc. The spacing of the stripes varies be-
tween 10–16 �m in Fig. 1, up to 35 �m in other parts of
this sample �UD1�, and down to �1 �m in parts of other
samples �UD2–4�.

The orientation of the observed stripes is consistent with
the expected direction of the twin boundaries occurring in
underdoped Ba�Fe1−xCox�2As2 below the tetragonal to ortho-
rhombic structural transition at TS�55 to 70 K �Table I�. The
crystal structure and one possible twin boundary configura-
tion are sketched in Figs. 2�a�–2�d�. Local optical polariza-
tion measurements �POL� on the undoped parent compound
BaFe2As2 �Ref. 21 and Table II� and on doped samples
�Refs. 22 and 23� have confirmed that the twin boundaries

form in parallel lines with a range of spacings. We suspect
that the spacing of twin boundaries depends on sample ge-
ometry and on the method of sample mounting in addition to
the doping dependence of the orthorhombicity.24

We suggest that we are imaging twin boundaries and
check this hypothesis in three ways. First, we checked the
behavior of the stripes on thermal cycling �Fig. 3�. On
increasing the temperature T above Tc, the stripes disappear,

TABLE I. Details of samples that were measured by scanning SQUID microscopy. UD, OD, and OPD
stand for underdoped, overdoped, and optimally doped. Tc �superconducting transition� was measured in situ
and TSDW and TS �magnetic and structural transitions� were determined by the temperature derivatives of
resistivity. Stripes of stronger magnetic susceptibility were observed only in underdoped samples.

Name
Doping

�%�
Tc

�K�
TSDW

�K�
TS

�K� Observed

UD1 5.1 18.25�0.25 36.8�7 55�5 Stripes

UD2 4.5 12.75�0.5 57.3�4 69.5�2 Stripes

UD3 5.1 18.25�0.25 36.8�7 55�5 Stripes

UD4 4.5 12.25�1 57.3�4 69.5�2 Stripes

OD1 8.5 19.9�0.1

OD2 8.5 20.2�0.1

OPD1 6.1 22.8�0.1

FIG. 2. �Color online� Sketches of �a� BaFe2As2 unit cells in the
�b� tetragonal and �c� orthorhombic phases �orthorhombic distortion
exaggerated for clarity and three-dimensional projection view used
to convey the out-of-plane locations of the arsenides�. �d� Possible
twin boundary configuration. Spins on the Fe sites are drawn in the
configuration that they would have in the absence of the twin
boundary. �e� The phase diagram of the electron-doped supercon-
ductor Ba�Fe1−xCox�2As2 modified from Ref. 1. The samples mea-
sured in this work are marked by circles and the orange shaded area
below x=0.051 marks the region where stripes or twin boundaries
were observed in these samples.
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but reappear in the same locations once T is decreased �Figs.
3�a�–3�c��. However, when warmed above TS and recooled,
some of the stripes reappear in different locations �Figs.
3�d�–3�f��. The scratchlike defect, probably topographic, that
can be seen in Figs. 1�b�, 1�c�, and 3�b� serves as a marker to
verify that the scan area does not drift. Such location varia-
tion on thermal cycling to this temperature is naturally ex-
pected for twin boundaries formed at the orthorhombic tran-
sition but not expected for other structural defects �such as
dislocations�.

Second, we determined the doping dependence �see Fig.
2�e��. Four UD samples, two with x=5.1% and two with x
=4.5% all showed stripes. We also studied one optimally
doped �OPD� sample �x=6.1%� and two overdoped �OD�
samples �x=8.5%�, neither of which had stripes. The prop-
erties of the samples studied using scanning SQUID magne-
tometry and susceptometry are summarized in Table I. The
observed doping dependence is consistent with stripes being
associated with twin boundaries since it does not show
stripes in samples that do not undergo the tetragonal transi-
tion.

Finally, we made T-dependent powder x-ray diffraction
�XRD� measurements on samples from x=0% to 5.1%,
which confirmed the existence of the tetragonal to ortho-
rhombic phase transition at a doping-dependent T from 135
to 55 K. We also confirmed the existence of a structural
phase transition on three single-crystal samples with dopings
of 0%, 2.5%, and 5.1% using spatially resolved single-
crystal x-ray diffraction with a square beam 5–10 �m
across. We confirmed that each sample in Table II �ND1–2,
UD5–8� forms twins.

Figure 4 shows the temperature dependence of the total
susceptibility and amplitude of the stripes of sample UD3.
As expected, � decreases with increasing T until it dis-
appears at Tc, where � diverges. The locally measured Tc

TABLE II. Details of samples that were shown to form twins by structural techniques. XRD stands for
x-ray diffraction and POL for optical polarization measurements. UD and ND stand for underdoped and
nondoped. Tc �superconducting transition� was measured by susceptibility using Quantum Design 5T mag-
netic properties measurement system �MPMS�. TSDW and TS �magnetic and structural transitions� were de-
termined by the temperature derivatives of resistivity. All samples were shown to form twins.

Name
Doping

�%�
Tc

�K�
TSDW

�K�
TS

�K� Tool

ND1 0 134�0.5 134�0.5 XRD

UD5 5.1 18.7�0.25 36.8�7 55�5 XRD

UD6 2.5 92.2�0.7 98.5�1 XRD

ND2 0 134�0.5 134�0.5 POL

UD7 2.5 92.2�0.7 98.5�1 POL

UD8 3.5 4.6�3.2 77.3�2 86.7�2 POL

FIG. 3. �Color online� Effect of thermal cycling on the locations
of the stripes. ��a�–�c�� Local susceptibility images at 17 K �a� be-
fore and �b� after thermal cycling to T=20 K, above Tc but below
TS/SDW, show �c� unchanged stripe locations for all stripes. ��d�–�f��
Images �d� before and �e� after thermal cycling to 90 K, above
TS/SDW, show �f� changed stripe locations for most stripes. This
figure shows overlapping regions representative of much larger re-
gions imaged under similar conditions.

FIG. 4. �Color online� �a� Temperature dependence of the local
diamagnetism. �Left axis� Typical susceptibility signal ��T� in
sample UD3 vs T /Tc, measured as the difference between the sus-
ceptibility high above the sample and in contact at a specific loca-
tion �method 1� or averaged over a region of the sample �method 2�.
�Right axis� Amplitude for stripes 	��T� in UD3 �stripes shown in
�b� and �c��. T is scaled by the local Tc=18 K. ��b� and �c�� Sus-
ceptometry images of UD3 at �b� 5 K and �c� 15 K. Dark disks at
the vortex locations �b� are artifacts related to nonlinearity in the
SQUID feedback loop at this set point.
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typically varied by ��0.25 K for different regions of the
samples with x=5.1% �UD1, UD3, and UD5�, by ��1 K
for samples with x=4.5% �UD2 and UD4�, and by
��0.1 K for samples with x=6.1% and 8.5% �OD1, OD2,
and OPD1�. An increase in the variation in Tc within samples
is expected in underdoped samples because of the stronger
dependence of the average Tc on doping for these samples
�Fig. 2�e��.

The magnitude of the susceptibility signal associated with
the stripes 	��T� is shown in Fig. 4�a�. 	��T� was obtained
by fitting � from the sample area on the right side of Figs.
4�b� and 4�c� to the model described in Ref. 25 as a function
of temperature. 	�stripe�2–6�0 /A is comparable to the
bulk susceptibility signal close to Tc but much smaller than
the saturated bulk susceptibility �sample�600�0 /A at lower
T. We believe that the enhanced susceptibility stripes are
associated with enhanced superfluid density on the twin
planes. As can be seen from Fig. 1, and from the cross sec-
tions displayed in Ref. 25, the stripes in susceptibility are
sharply peaked at the positions corresponding to enhanced
superfluid density, and more rounded at positions corre-
sponding to lower superfluid density. It is difficult to under-
stand how such sharp, resolution-limited features in suscep-
tibility could arise if they are not on the twin boundaries,
given that, as we have shown, they are associated with the
formation of twin boundaries. Reference 25 calculates the
change in susceptibility due to an embedded sheet of reduced
penetration depth for a geometry that is relevant to this case
�the sheet is on the a-b twin plane, extended through the
crystal along the c axis�. The values for the enhancement of
the Cooper pair density on the sheets, estimated by this
model, are between 1019 and 1020 m−2. As discussed in the
accompanying modeling paper,25 it is difficult to determine
the enhancement of the volume density of Cooper pairs
along the twin boundary planes because of our uncertainty in
the widths of the regions of enhanced superfluid density. For
comparison, the two-dimensional electron liquid at the
SrTiO3 /LaAlO3 interface, which becomes superconducting
with a critical temperature of 0.2 K, has a carrier concentra-
tion of about 1017 m−2.26 We did not observe stripes above
Tc, possibly because of fluctuations.

The above measurements are consistent with a substantial
enhancement of superfluid density on the twin boundaries
in underdoped Ba�Fe1−xCox�2As2. Variation in chemical dop-
ing across the twin boundaries is unlikely because the
structural transition occurs below 100 K where the diffusion
of chemical dopants is expected to be extremely low, al-
though detailed annealing studies would be needed to
determine the mobility of the impurities. Phonon softening at
twin boundaries has been proposed to explain enhancement
of conventional pairing and as an explanation for a Tc in-
crease in elemental Nb and Sn.27 However, conventional
electron-phonon coupling alone cannot explain the Tc of the
pnictides.28 Recently, there were proposals for more exotic
pairing scenarios that involve the local structure and mag-

netic environment.6,29 In Fig. 2�d� we have drawn the colin-
ear antiferromagnetic ordering of the Fe spins below TSDW
�50–70 K� in the configuration they would have without the
twin boundary. It is clear that along the twin boundaries the
spin orientation is ill defined, which may enhance spin-
fluctuation-mediated pairing along the boundary.

We also noticed that vortices tended not to pin on top of
the stripes in our experimental conditions and could not be
dragged across stripes using SQUID sensors or magnetic
force microscopy tips. We believe that both the enhancement
in superfluid density and the barrier to vortex motion by the
stripes may be mechanisms for enhanced critical currents in
twinned samples.

In conclusion, we have measured the local diamagnetic
susceptibility of underdoped samples of Ba�Fe1−xCox�2As2
and have observed an enhancement of the superfluid density
along stripes. These stripes occur in the direction and with
the regularity known for twinning boundaries forming below
the structural transition of the parent compounds. The ther-
mal and doping behavior of the stripes is consistent with that
of twinning boundaries and so we conclude that the super-
fluid enhancement occurs along these structural defects. We
therefore provide a direct observation for the important role
of crystalline and/or magnetic structures in the superconduc-
tivity of the Fe pnictides. These widely separated, naturally
occurring sheets of enhanced superfluid density give a
unique opportunity to access superconductivity in its two-
dimensional limit. These results demonstrate the ability of
spatially resolved susceptibility measurements to determine
the relationship between local structure and an important pa-
rameter characterizing the superconductivity, namely, the su-
perfluid density.
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