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Optical model-solution to the competition between a pseudogap phase and a charge-transfer-gap
phase in high-temperature cuprate superconductors
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We present a theoretical framework for a quantitative understanding of the full doping dependence of the
optical spectra of the cuprates. In accord with experimental observations, the computed spectra show how the
high-energy charge-transfer (CT) gap features persist in the overdoped regime even after the midinfrared
(MIR) peak originating from the pseudogap has collapsed in a quantum critical point. In this way, we reconcile
the opposing tendencies of the MIR and CT peaks to shift in opposite directions in the optical spectra with
increasing doping. The competition between the pseudogap and the CT gap also results in rapid loss of spectral

weight in the high energy region with doping.
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I. INTRODUCTION

The question of correlations has been traditionally framed
in terms of a Slater picture of itinerant electrons where an
insulator forms a gap via the development of a long-range
magnetic order, or a Mott picture in which the metal-
insulator transition is driven by a local condition of no
double occupancy. Although the Slater or the Mott picture is
often invoked, many materials lie in the crossover regime
where the electronic states are not well described as being
either fully itinerant or fully localized. Such materials are
often endowed with unique and exotic properties and are of
great current interest from the viewpoint of fundamental
physics as well as potential for applications. The strength of
electron correlations in the cuprates has been a matter of
considerable debate since the discovery of these fascinating
materials.!

Most experiments on the cuprates show that when the
undoped insulating state is doped with electrons or holes the
gap feature in the spectrum moves to lower energies and
collapses at a quantum critical point, consistent with the no-
tion that electron correlation effects weaken systematically
with doping.”* In sharp contrast, optical experiments reveal
a substantially more complex picture in that doping the in-
sulator induces a new midinfrared (MIR) feature,>® which
collapses with doping much as seen in other experiments, but
at the same time a high-energy charge-transfer (CT) gap fea-
ture persists even into the overdoped system with its spectral
weight shifting to the MIR feature with increasing
doping.”'* In fact, the CT feature not only persists in the
optical experiments, but it moves to higher energies with
doping, suggesting that strong electron correlation effects
continue to play an important role in the cuprates at all dop-
ings. Modeling and understanding the optical spectra of the
cuprates thus becomes of key importance in unravelling the
routes by which the CT insulator turns itself into a supercon-
ductor, a transition that remains poorly understood.

In our one band model, the MIR gap is associated with a
Slater-type gap near the Fermi level due to the presence of
antiferromagnetic (AFM) order parameter.”> The AFM gap
splits the CuO,-band into two magnetic bands which we re-
fer to as upper and lower magnetic bands (U/LMBs). On the
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other hand, the CT gap is produced by correlation or fluctua-
tion effects, involving transitions from the coherent states
near the Fermi level to higher energy incoherent states which
are separated by a spectral weight loss due to the high-energy
kink. We make note of the difference between our present
one band model with multiband treatment of the cuprates. In
three band model, the LMB has strong oxygen character and
the UMB is mainly copperlike, making this a CT gap as well
as a magnetic gap.!o-!3

We have obtained the optical spectra within the frame-
work of a Hubbard model where the self-energy is obtained
self-consistently in an intermediate coupling scenario to ac-
count for spin and charge fluctuations via a computation of
the susceptibility over the entire doping range. We emphasize
that the present model involves essentially a single free pa-
rameter, a bare U chosen to reproduce the experimental CT
gap at half-filling. The bare electronic dispersion is taken as
that of the local density approximation (LDA) CuO, band (in
the tight-binding form) and a screened U is then computed at
various doping levels due to charge fluctuations.'>? In the
underdoped system a pseudogap arises from a self-
consistently calculated magnetic order. Our computations re-
produce quantitatively the experimentally observed doping
evolution of not only the shifts in the positions of the MIR
and CT-gap features, but also the rapid transfer of spectral
weight from the high to the low-energy region with increas-
ing doping. The theoretical shifts of the MIR feature with
doping are in accord with angle-resolved photoemission
spectroscopy (ARPES)?! and other spectroscopic probes. We
emphasize that existing approaches invoking either strong or
weak coupling scenarios fail to capture the essence of the
doping evolution of the optical spectra.

This paper is organized as follows. In Sec. II, we compare
the calculated optical spectra with experiments for both elec-
tron and hole doped cuprates. The origins of various features
in the optical spectra are clarified in Sec. II A by comparison
to the corresponding ARPES spectra. Sec. II B demonstrates
how the CT gap and the pseudogap evolve in opposite direc-
tions with doping, showing good agreement between the
present optical calculations and experiments on a wide vari-
ety of cuprates. We discuss the doping dependence of the
effective number of electrons in the in-gap states and the
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FIG. 1. (Color online) Comparison between calculated optical
spectra and experiments in NCCO in (a) and LSCO in (b). Experi-
mental results for NCCO are taken from Ref. 14, except for x
=0.17, which, including LSCO data, are from Ref. 12. The x
=0.17 data set for NCCO includes a background subtraction to
match the former data set. Dashed line gives the background
contribution added to the theoretical spectrum at x=0 (see
Appendix B 1).

associated spectral weight transfer in Sec. III. The discussion
and conclusions of our calculations are given in Sec. IV.
Appendixes A and B, respectively, describe our model and
the calculation of the optical conductivity.
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II. OPTICAL SPECTRA IN ELECTRON AND HOLE
DOPED CUPRATES

Figure 1 shows one of our key results. The computed
evolution of the optical conductivity o(w) is seen to be in
excellent accord with measurements on electron-doped
Nd,_,Ce,CuO, (NCCO) and hole doped La,_Sr,CuO,
(LSCO).!>1# All the spectra show a nearly isosbetic or equal
absorption point near 1.3 eV for NCCO and 1 eV for LSCO
[black vertical line], consistent with the experimental
behavior.*> The doping evolution is completely different on
opposite sides of this isosbetic point. Above this point, the
spectrum is dominated by a broad hump feature associated
with the CT gap. At half-filling, only this feature is present
and the calculated optical spectra show an insulating gap
whose energy, structure, and intensity match remarkably
with measurements.'>!* As doping increases, the high-
energy peak shifts to higher energy and broadens and its
spectral weight is transferred to the Drude and MIR peaks.
The MIR peak shifts to lower energy with doping and gradu-
ally sharpens. Note that in both samples at the highest dop-
ing, when the MIR peak collapses into the Drude peak, CT-
gap features are still present in the spectrum. The doping
evolution also shows similar behavior in other
cuprates.”'42* Notably, our calculations also describe the
anomalous o~ 1/w-dependence found in most cuprates and
associated with magnetic scattering.

A. Origin of optical dichotomy

Figure 2 helps delineate the microscopic origin of these
features by comparing the spectral intensities relevant for
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FIG. 2. (Color online) Connection between optical spectra and spectral intensity maps in NCCO. (a) Computed spectral intensity (on log
scale) as a function of w along the high symmetry lines at a representative doping of x=0.10. (b) Calculated optical spectra are compared
with the corresponding experimental results (Ref. 14). Green solid line gives the spectrum calculated with coherent bands only, i.e., without
the self-energy. Dashed green line is based on using LDA bands with self-energy correction but without the pseudogap. The shaded regions
of different colors (left to right) approximately mark Drude, MIR and high energy regions. Two vertical black lines indicate the photon
energies at which frames (d) and (e) are calculated. (d), (¢) give source and sink maps corresponding to the optical transitions at fixed photon
energy w along the high-symmetry directions. White vertical arrows indicate the photon energy connecting source and sink points involved
in a particular transition. White shaded region in (e) highlights the incoherent part of the spectral weight, not visible in (d). (c) Optical
spectrum as a function of photon energy is plotted along the high symmetry lines. Cyan line gives the band velocity as a function of k
(arbitrary units). The two white arrows indicate the two photon energies at which (d) and (e) are calculated.
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ARPES and optical spectra at a representative doping of x
=0.10 for NCCO; similar analysis for LSCO is not shown for
brevity. In the computed ARPES spectrum in Fig. 2(a), the
underlying LDA dispersion is clearly visible, but the spectral
weight has split into four sub-bands, as was originally found
in variational cluster calculations.” The highest and lowest
bands are an incoherent residue of the undressed bands,
which we will refer to as upper and lower CT bands. The two
inner bands are coherent in-gap states split by a spin density
wave induced AFM gap into upper and lower magnetic
bands. The in-gap states and the high energy CT bands are
separated by high-energy kinks (waterfalls) predominantly
associated with magnetic excitations, as observed universally
in all cuprates by ARPES,?*-?® and found in quantum Monte
Carlo (QMC)® and variational® calculations.

The corresponding optical spectrum in Fig. 2(b) consists
of three main regions marked by shading of different color:
(1) The low-frequency Drude region for w =30 meV; (2)
The MIR region; and, (3) the high-energy CT gap region for
w=1.5 eV. We concentrate here on the MIR and CT-gap
regions, and return below to comment on the Drude region.
The interband optical absorption is proportional to the joint
density of states (JDOS), so that at each energy we can con-
struct a “source map” showing the filled states, which make
a strong contribution to the transition, and a “sink map”
showing the contribution of the corresponding empty states.
Figures 2(d) and 2(e) show the states responsible for the
optical transitions along the high symmetry lines at represen-
tative photon energies of w=0.5 eV near MIR peak and w
=2 eV around the high energy peak [vertical bars in Fig.
2(b)]. At w=0.5 eV, the transitions are confined within the
in-gap states only, whereas at w=2 eV, the optical subbands
involve predominantly the incoherent region. The depletion
in the optical spectral weight near the isosbetic point in Fig.
1 and in Fig. 2(b) is thus associated with the “waterfall”
region marked by arrows in the ARPES spectrum in Fig.
2(a).

The total optical spectral weight obtained in Fig. 2(b) is
the integral of the JDOS times the band velocity. The role of
the latter factor is explicated in Fig. 2(c), where contributions
to o are plotted as a function of photon energy w and mo-
mentum k. Although the source-sink map shows a symmetry
about the (77,0) point, the quasiparticle velocity is low along
the I' — (,0) direction [cyan solid line in Fig. 2(c)], leading
to greatly reduced spectral intensity associated with those
regions. In contrast, the large quasiparticle velocity in the
other two directions is responsible for two distinctive intense
streaks (labeled d and e). The MIR peak is clearly dominated
by the antinodal quasiparticles, whereas the high-energy
hump stems from a wider k range.

B. Competition between pseudogap and CT gap

Figure 3 summarizes our results and elaborates upon the
competition between the collapse of the pseudogap in the
coherent bands at a critical doping, and the persistence of the
CT gap in the incoherent bands. The gaps extracted from the
optical spectra are now compared with other experimental
data for various electron and hole-doped cuprates. The MIR
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FIG. 3. (Color online) Contrasting doping dependences of the
MIR and CT gaps in the cuprates. Present theoretical results are
compared to optical data (Refs. 11, 12, and 14) and pseudogap data
measured by ARPES (Refs. 3 and 30) and RIXS (Ref. 31) for elec-
tron doped NCCO and many other probes for hole doped cuprates.
The red squares are the pseudogap for four different layered com-
pounds (Bi2212, YBCO, TBCO, and HBCO) as obtained from
ARPES, tunneling, Raman, Andreev reflection, and heat capacity
experiments (reproduced from a detailed survey, Ref. 32). The sec-
ond red triangles for MIR data of LSCO are taken from Lee et al.
(Ref. 33). The red circles and ‘+° symbols are the pseudogap mea-
sured from ARPES on Bi2212 (Ref. 34) and optical spectra on
YBCO (Ref. 35) The red “x” symbols are theoretical results (Ref.
36) for the MIR in a Mottness model (r=0.4 is assumed in plotting
this data). The red diamond and star symbols represent independent
MIR peak positions and the same symbols in green color give FIR
gaps measured simultaneously in optical spectra of Bi2212 and
YBCO (Ref. 37) The green circles represent a Coulomb gap seen in
ARPES (Ref. 38) [energy values are obtained assuming a ratio
2A/kgT=4]. The rest of the green symbols are reproduced from
Lupi et al. (Ref. 37). In all cases, open symbols of same colors are
our corresponding theoretical results which are obtained self-
consistently at each doping. The dashed lines are guides to the eye
for the CT gap (gold), the pseudogaps for electron (blue) and hole
(red) doping, and the FIR and Coulomb gaps (green).

gap corresponds to the true AFM gap, and its doping evolu-
tion is in good agreement with ARPES*!>% and resonant
inelastic x-ray scattering (RIXS)3! results. Both ARPES and
MIR data predict a QCP near x=0.17 (Refs. 39 and 40) con-
sistent with the present theoretical predictions. In contrast,
the CT gap shows the opposite doping dependence to the
pseudogap, increasing slowly with doping. Although the CT
gap does not show a real QCP, it rapidly loses intensity with
doping.

Similar results are found in hole doped LSCO, and
other layered cuprates, including Bi,Sr,CaCu,Og, s
(Bi2212),'° YBa,Cu;04,, (YBCO),’ T1,Ba,CuOg, s (TBCO),

12,33
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and HgBa,Ca,Cu;04, s (HBCO)?** as well as in x-ray absorp-
tion spectroscopy?? and QMC computations.*! Fig. 3 also
includes data on the MIR gap for LSCO, Bi2212 and YBCO
and the pseudogap obtained from a wide range of experimen-
tal data, including a recent detailed survey>? (see Fig. 3 cap-
tion). In the intermediate and high doping regimes, there is
very good agreement between the MIR and other measures
of the pseudogap, while the MIR data provide important evi-
dence for the rapid growth of the pseudogap in the deeply
underdoped regime, consistent with theory. We note that
while all the hole-doped cuprates seem to have a very similar
doping dependence of the pseudogap, there are subtle differ-
ences with electron doped cuprates, including the steepness
of the rise at low doping and the exact position of the
QCP.*2*2 The former difference seems to be correlated with
the doping dependence of the screened Hubbard U’s, shown
in Fig. 5. Since the doping dependence is mainly a screening
effect,'”?0 the difference is probably due to the strong
screening associated with the van-Hove singularity (VHS) on
the hole-doped side.

While our present calculations reproduce the gap struc-
tures of cuprates, particularly on energy scales =100 meV,
additional effects can arise at lower energies, including cou-
pling to phonons and impurities. In particular, Lupi et al.’’
find in several cuprates that in addition to the MIR feature
there is an additional far-infrared (FIR) peak which appears
near 10% doping and shifts to higher energies at lower dop-
ing (green symbols in Fig. 3). This seems to be a disorder
effect, and has a similar doping dependence to the so-called
Coulomb gap seen in ARPES (green circles and diamonds)
in the low-temperature region of Bi2212.38

The present model predicts that the MIR feature will ex-
trapolate to the CT gap, ~1.8 eV in hole doped cuprates, as
x—0, whereas the experimental data at lowest doping x
~0.02, have reached only about 1/3 of that value. We make
several brief points on this thorny issue: (1) Looking at the
actual experimental o(w), there is a substantial transfer of
spectral weight between the CT peak at x=0 and the MIR
feature at x=0.02, and it is an open experimental issue
whether this spectral weight transfer arises via a peak shift or
by the growth of a new peak at intermediate energies. This
corresponds to the theoretical debate as to whether the first
doped holes go into the lower magnetic band or the midgap
states. (2) We find that the screening of U in hole-doped
cuprates only begins to turn off when x is reduced below
0.05, Fig. 5, and in this regime results will be sensitive to
details of the metal-insulator transition. (3) More generally,
disorder is likely to play a large role. In particular, in LSCO,
the holes get trapped by the dopant atoms at very low dop-
ing, and the screening of U is turned off at very low
temperatures.*> Note that in this doping regime the measured
Drude lifetimes are quite small, Fig. 6(b). (4) Finally, for
hole-doped cuprates there is likely to be an issue of compet-
ing pseudogap phases,** and a striped-phase is a candidate
for introducing midgap states.

We emphasize that the dichotomy between the pseudogap
and CT gap and the presence of the QCP are robust features
of cuprates as the computations do not involve any free pa-
rametrization except the bare doping-independent value of
U=1.7 eV at half-filling. We have computed the doping de-
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FIG. 4. (Color online) Optical sum rule and spectral weight
transfer. (a) Effective number of electrons N,;/{w) calculated from
the optical spectra in Fig. 1 is compared with experimental data
(Refs. 12 and 14) on NCCO. Results for LSCO are similar and are
not shown for brevity. (b) Low-energy weight N,/ at @=30 meV
as an estimate of Drude weight, compared with experimental results
on various cuprates (Refs. 11-13). Green line gives the direct com-
putation of the normalized Drude weight n/m".

pendence of U due to the screening effects of charge
fluctuations'®?° and obtained the effective U values shown
Fig. 5.

III. OPTICAL SUM RULE

Finally, we use the integrated optical spectral weight to
illustrate the magnetic gap collapse. The effective electron
number (per Cu atom), N,r{w), can be defined in terms of
the optical conductivity integrated up to an energy w:

2moV (¢
Nef.'f(“’)zwe_z%NL o(o')do’, (1)

where mg and e are the free-electron mass and charge, re-
spectively, and N is the number of Cu-atoms in a cell of
volume V. The results in Fig. 4(a) show how rapidly spectral
weight shifts to low energies with doping, correctly repro-
ducing the experimental behavior as well as dynamical
mean-field calculations,! but incompatible with strong cou-
pling models (such as the r—J or U— o Hubbard model)
where one assumes no double occupancy of Cu sites. The
present intermediate coupling model of Mott gap collapse on
the other hand properly captures these spectral weight trans-
fers as a function of doping.

Our model also predicts the Drude weight «=,ny/m,,
which can be compared to an experimental estimate, taken as
N, at a characteristic energy w=30 meV in Fig. 4(b) for
NCCO,"3 and with results for Pr,_,Ce CuO, (PCCO)'" and
LSCO.'? Even here the agreement is quite good. Interest-
ingly, at low doping the Drude weight increases almost lin-
early with x. Within our model, this simply reflects scaling
with the area of the FS pockets in the pseudogap state. At
optimal doping, the weight shows a sharp jump (green ar-
row) associated with the appearance of the hole pocket. This
transition of the FS topology is an intrinsic feature of the
model and has been found in NCCO near x=0.15 by several
experimental probes such as ARPES,? Hall effect,*> and su-
perconducting penetration depth.* For LSCO (blue sym-
bols), experiments12 show a similar linear behavior of the
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FIG. 5. (Color online) Computed screened values of U (Refs. 19
and 20) are shown for both electron and hole doped cuprates.

Drude weight, which also corresponds to the doping depen-
dence of the area of the FS pocket.*® The peak around x
~0.2 corresponds to the doping of the Van Hove singularity.

IV. DISCUSSION AND CONCLUSION

While a strong case can be made that in electron-doped
cuprates the pseudogap is associated with a coexisting (7, )
AFM order, the nature of the pseudogap in hole doped cu-
prates is not well understood. There is a growing consensus
that it originates from some form of density wave which acts
as a competing order (which could include coupling to
phonons),*”-#° and may actually also involve several compet-
ing modes, again due to proximity to the VHS.** However, in
our earlier study of ARPES in Ref. 40, which compared sev-
eral possible competing order phases, we demonstrated that
the shape and doping dependence of the pseudogap in hole
doping is remarkably insensitive to the particular order so
long as the competing order vanishes in a QCP near optimal
doping. This conclusion should hold even more strongly for
the optical spectrum.

We note that recent Gutzwiller approximation (GA)
+RPA calculations find a number of nesting instabilities in
hole-doped cuprates, resulting in a number of competing,
incommensurate density-wave orders.** Since the instabili-
ties depend on the bare susceptibilities, they are located at
virtually the same g-values in both the spin and charge
(electron-phonon) channels. Thus, the resulting optical spec-
tra should be very similar in both cases.

Finally, we note that our model can be used to explore the
role of magnetic fluctuations as the pairing bosons for
superconductivity.’® While the study of Ref. 50 revealed a
significant contribution from magnetic fluctuations, it was
found that fluctuations in different frequency ranges could
act cooperatively to greatly enhance 7. This suggests that
phonons could play a similar cooperative role which could
explain the isotope effect.*’

In summary, we have shown that our model framework
explains the salient features of the optical spectra of cuprates
and their evolution with doping at a quantitative level. The
rapid loss of high energy spectral weight and the associated
shift of the MIR peak to low energies in the optical spectra
with increasing doping reflects collapse of the pseudogap
order [here taken as a (7r,7) AFM], and the presence of a
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QCP near optimal doping in the coherent in-gap states. By
contrast, the CT gap in the incoherent states persists at all
dopings including, in particular, the overdoped regime. The
aforementioned coherent and incoherent states are connected
via a high-energy kink driven predominately by magnetic
excitations. In the magnetic excitation spectrum, the domi-
nant excitations lie in the waterfall region, while the remnant
of the low-energy magnetic resonance mode*’ is less
significant.”” Our model self-energy scheme provides a tan-
gible basis for modeling angle-resolved photoemission,?!-!
scanning-tunnelling,*” inelastic light scattering,'®3! and other
momentum resolved spectroscopies’>> of the cuprates and
complex materials more generally.
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APPENDIX A: INTERMEDIATE COUPLING MODEL

We evaluate the self-energy 2 as a convolution over the
Green function G and the interaction W~ U?y as,?!9154%5

_ 1 ' “dw
S(k,0,iw0,) = UPZ Y, o f S
2 00’ )y 2w

Gk +q,0",iw, 0,)'(k,q.i0, 0, Im[FF5A(q.0,)].

(A1)

where o is the spin index and the prime over the ¢ summa-
tion means that the summation is restricted to the magnetic
Brillouin zone. Here the spin degree of freedom 7, , takes
the value of 2 for the transverse direction and 1 for both
longitudinal and charge modes, described below. In the un-
derdoped region, the pseudogap is modeled by a (7, 7) an-
tiferromagnetic (AFM) order parameter, resulting in G, x
and X becoming 2 X 2 tensors.’® The symbol “tilde” over a
quantity means that it is a 2 X 2-tensor.

We take the dispersions directly from the LDA calcula-
tions (&), accurately fitted by a one band tight-binding
model,’-®! without any adjustment of the resulting param-
eters. The AFM order splits the band into upper and lower
magnetic bands (U/LMB): E, =(& +Ey) with &
=(&* &,q)/2 and Eg=\(&)*+(US)*. Here S is the AFM
order parameter evaluated self-consistently at each doping
using mean-field approximation (Ref. 40). The doping de-
pendence of the onsite Hubbard U is obtained due to charge
screening from U=(V(q)/(1+V(q)x{°(g)), where V(q) is the
long-range Coulomb interaction?® and x{’(g) is the charge
susceptibility in the gapped state defined below. A doping
independent bare U=1.7 eV is used which reproduces the
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charge transfer gap at half-filling.!>?* The obtained values of
screened U are given in Fig. 5.
The Green’s function in the AFM state is given by

611(k,0',iw,,,wp) = aﬁgJ'(k,iwn,wp) + ,Bﬁg_(k,iw,,,wp)

GIZ(k’ U’iwm wp) = Uakﬁk[g+(k’ iwn’ wp) + g_(k’iwm wp)] .

(A2)
Here
g
ay = <]+E0k
_ Lt 3)
Bk = 2<1 Eo (A3)

respectively are the weights associated with the U/LMBs.
And

1 - f(ZEy)
iw, - ZE; - 0,

(A4)

f(ZEy)
iw, - ZE + w,

g ki, w,) =

where f is the Fermi function. The other components of the
Green’s function can be obtained from the symmetry trans-
formation k —k+Q.

The dressed susceptibility in the above equation is given
in terms of the 2 X 2 RPA susceptibility as,>

_ X))

Xapal@uiw,) = = . (AS)
1= Ux;’(q,iw,)

~T . )?(1)76((17101)")

Xrpa(Qhiw,) = ——————— (A6)

1-Ux3°(q.iw,)

Here, the superscripts L, ¢, and T stand for longitudinal,
charge and transverse RPA spin susceptibilities. In the bare
susceptibilities, the superscript (oo) refers to the combined
charge plus longitudinal spin-susceptibility tensor, whereas
(o0) (with =-0) gives the transverse susceptibility tensor,
and the x” 7%(q,iw,) are bare susceptibilities;

! !
_ ~  _f(ZE)) - f(ZE}
igo‘/o‘o(q’iwn) —_ ZZE; E: St]:o'y/]o‘a-]f( k) I.If( k::]) )
ko4 iw,+ZE, - ZEk+q

(A7)

The coherence factors 53(;/,"5 give the amplitude of the scat-

tering of the quasiparticles with the charge and magnon
modes of the system, respectively, and the components are

S (1) = (ieltng = vV BiBrrg)s

§{Vr,(;/rlr&(12) == v(ayBy * vV’ ag g Prrg)-

The other coherence factors in Eq. (A8) can be derived using
the translational symmetry with respect to Q.

(A8)
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We define a total self-energy as 3'=US7,+3, where 7 is
the Pauli matrix along the x-direction and US is the AFM gap
defined below. The self-energy X' contains essentially two
energy scales: (i) it gives rise to the SDW with an additional
renormalization of the overall quasiparticle dispersions in the
low-energy region, and (ii) at higher energies it produces the
incoherent features responsible for the residual CT bands.
We use a modified self-consistent scheme, referred to as
quasiparticle-GW (QP-GW)-scheme in which G and W are
calculated from an approximate self-energy Eg(w)=U§?1J
+(1-Z")wl, where the renormalization factor Z is adjusted
self-consistently to match the self-energy X' at low
energy.”*?"5! The vertex correction I'(k,q,®,®,) in Eq.
(A1) is taken as its first order approximation (Ward’s iden-
tity) as I'(k,q,w,w,)=1/Z. Since the k-dependence of % is
weak,”” we further simplify the calculation by assuming a
k-independent 3, which we calculate at a representative
point k=(m/2,7/2).

APPENDIX B: OPTICAL CONDUCTIVITY

Within the framework of linear response theory, the opti-
cal conductivity is given by the Kubo formula in the limit

q—0
.2 ! o o0

O-ij(iwn) = %E Tr|: D dwlf de
XTr[Uk’iA(k,O',wl)r;)p(k,k,,(1)1,(1)2)A(k’,0",(1)2)]

k.o my ;i

iw,+ w)— w;

BS

! ’
k',o

(B1)

where (i,j)=x,y,z directions. Real frequency optical con-
ductivity is extracted from the Matsubara results by analytic
continuation iw, — w+i/ 7, where 7is the impurity scattering
term, discussed below. The first term corresponds to the dia-
magnetic response kernel (Drude weight) which only de-
pends on the Fermi surface topology and the second term
(paramagnetic) gives the dynamical contribution to the opti-
cal response.? The vy; (my,;) are the band velocities
(masses) of the coherent band and ny, is the momentum
density of quasiparticles at the Fermi surface. The spectral
weights A(K,w) are obtained from the imaginary part of the
full self-energy dressed Green function. Finally, the optical
vertex correction is approximated by its lowest order term as
F;')p(kak, >, Wy, (1)2) _>Uk,j5k,k’ 50,0'"

1. High-energy background

At high energies, we subtract off a linear-in-w background
from the experimental spectra associated with interband tran-
sitions to higher-lying bands not included in the present one-
band calculations, consistent with supplementary Fig. 4 of
Ref. 1. Figure 6(a) suggests that there may also be an extrin-
sic contribution to this background. We plot the results of
two different optical measurements of NCCO at the same
doping x=0.10. Both data sets show similar AFM and Mott
gap magnitudes, but the older data set shows considerably
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NCCO (x 10 Theory) 2001
NCCO (Expt.) 1991

LSCO (x 6 Theory) 1991
LSCO (Expt.) 1991
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FIG. 6. (Color online) (a) Two optical spectra data taken in 2001
(Ref. 14) and 1991 (Ref. 12) are compared. The red solid line re-
plots the older data, but with a background subtraction. The black
dotted line represents the background. Inset: Integrated spectral
weight for the three spectra of the main frame using same color
scheme. (b) Present theoretical optical scattering rate 1/7 compared
with experimental results on various cuprates. Experimental values
of 7 are normalized to compare their doping dependence with the
theory (see discussion).

larger weight at higher energies. By subtracting a linear
background term from the older data set (black dotted line),
it matches with the newer data very well. Remarkably, the
linear term has the same form and onset as the background

PHYSICAL REVIEW B 81, 174504 (2010)

term used in Fig. 1. One possible origin of the larger extrin-
sic background of the older sample could be a problem often
encountered in growing single crystals—misoriented crystal-
lites, leading to a leaking of o into the in-plane spectrum.
The group of bands nearest the Fermi level are expected to
be of Cud,2 or apical O p, character, hence with enhanced
c-axis conductivity, as recently noted in tunneling studies.%?

2. Impurity effect

While keeping fixed the calculated weights of the Drude
peaks, we have phenomenologically broadened the spectra
with additional constant impurity scattering rates (7). The
role of impurity scattering in broadening the MIR peak can
be seen by comparing the two data sets in Fig. 6(a), with the
newer and presumably cleaner sample showing sharper fea-
tures. It is important to note that the inset of Fig. 6(a) shows
that the integrated optical spectra from both experiments are
very similar in the MIR region, suggesting that impurity
scattering broadens the MIR spectra but does not change the
total spectral weight under the curve.?? Figure 6(b) compares
our theoretical values of 1/7 with a recent experiment in
Bi2212,'9 showing similar magnitude and doping depen-
dence of the scattering in both hole-doped cuprates.
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