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The Ni-Mn-Ga Heusler alloy is one of the most widely investigated multiferroic material. While this system
is well known to undergo a martensitic phase transformation as well as premartensitic transitions and anoma-
lies, the present study reports the observation of multiple phase transitions occurring over a narrow temperature
interval �including three lock-step martensitic transformations� whose detection, corroboration, and visualiza-
tion is made through the use of several complementary techniques and methods. The spontaneous magnetiza-
tion of various phases and their temperature dependence is experimentally derived, which provides fundamen-
tal information related to electrons contributing to the observed magnetism for each phase. The dynamics of
micromagnetic reconfiguration across phase transitions show the remarkable feature of a system with an
infinite number of available pathways resembling a devil’s staircase as it repeatedly achieves the same final
magnetic state. Using experimental values of specific magnetization, the field and temperature dependence of
molecular-field coefficient is estimated. From thermodynamics considerations it is shown that as a general rule,
the magnetic specific heat can be taken as equal to the difference in heat capacities at constant field and
magnetization, and its field and temperature dependence is experimentally deduced. Finally, the form of the
function for intrinsic specific magnetization is formally derived, which was previously cited by Stoner �Philos.
Mag. 19, 565 �1935�� by inspection alone.
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I. INTRODUCTION

A common feature underlying the adaptive behavior of
most functional materials is a structural phase transformation
that results in the formation of ferroelastic domains in the
low temperature, lower symmetry product phase. Prototypi-
cal examples include formation of ferroelastic domains fol-
lowing paraelectric to ferroelectric Curie transition in barium
titanate,1–3 paramagnetic to antiferromagnetic Néel transition
in NiO,4,5 martensitic phase transition in shape memory
alloys,6 etc. The “ferroelastic” domain walls can be displaced
by both the operative “ferroic” force field characteristic of
the material �electric, magnetic, etc.� as well as by mechani-
cal load. Naturally, the physical properties and technological
applications of ferroic materials depend, to a considerable
extent, on the characteristics �such as thermoelasticity, ther-
mal hysteresis, etc.� of phase transformation�s� that leads to
the formation of ferroelastic domains; see, for example, Refs.
7–10 for controlled synthesis of hierarchical polydomain
structures in shape memory alloys and their mechanical
properties. Shape memory alloys are particularly illustrative
of this concept, where the chemical free energy for transfor-
mation is balanced by elastic strain energy, which essentially
creates equivalence between temperature �thermally induced
transformation� and stress �stress-induced transformation�.
With the advent of magnetic shape memory alloys,11,12 the
magnetic energy also has to be factored in the overall driving
force for the phase transformation.13–33

The Ni-Mn-Ga Heusler alloy is one of the most widely
investigated magnetic shape memory alloy. This system is
well known to undergo a martensitic transformation34 as well
as premartensitic transitions and anomalies in its physical
properties.35–42 Remarkably, the present study reports the ob-

servation of multiple phase transitions in this system over a
narrow temperature interval using several complementary
techniques and methods. The dynamics of micromagnetic re-
organization, and therefore by default, the formation of fer-
roelastic domains that host the micromagnetic domains, re-
sembles a devil’s staircase.43–54 Results are followed by a
treatise on thermodynamics of magnetic phases, derivation
of spontaneous magnetization for each phase as well as their
field and temperature dependence, and estimation of
molecular-field coefficient as a function of temperature and
magnetic field. Thermodynamic considerations show that the
magnetic specific heat �excess specific heat in a ferromagnet
compared to a similar material devoid of ferromagnetism� is
equal to the difference in heat capacities at constant field and
magnetization. Finally, the form of the function for intrinsic
specific magnetization is formally derived.

II. EXPERIMENTAL DETAILS

The single-crystal Ni-Mn-Ga alloy in the present study
had a nominal composition of Ni52Mn23Ga25 corresponding
to e /a ratio of 7.56. This alloy composition was previously
investigated in relation to the effect of e /a ratio on phonon
softening by Mañosa et al.,42 from whom the sample was
obtained. The ac susceptibility measurements and dc mag-
netic measurements were made in a 7 T Quantum Design
physical property measurement system. The optical observa-
tions of the microstructure as a function of temperature were
made by placing the sample in a commercially available pre-
cision heating and cooling stage �Linkam, England� having
an accuracy of �0.1 °C, as described in detail in a previous
publication.19 The fully automated stage acquires and labels
all images during preprogramed heating/cooling cycles to en-
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sure unambiguous correlation between the microstructure as
a function of temperature. While heating and cooling curves
were measured for dc magnetization, ac susceptibility, and
magnetic transition spectra, for clarity, cooling, and heating
curves are only shown for ac susceptibility since it is the tool
of choice for detecting phase transitions. Other data show
similar thermal hysteretic behavior for cooling versus heat-
ing.

The dynamical measurements of micromagnetic recon-
figuration as a function of temperature accompanying phase
transitions were made using the method of magnetic transi-
tion spectrum �MTS�, which is described in detail
elsewhere20,55 and briefly summarized in the following for
convenience. The MTS method is an electronic method that
can monitor dynamical changes in the micromagnetic struc-
ture as a function of temperature, stress, or any other force
field. It is based on the same principle upon which the well-
known Barkhausen method is based,56 namely, Faraday’s
law: voltage �, induced in a pickup coil is proportional to the
rate of change in flux with time �=−d� /dt in a sample,
where d� is the flux change over a time interval dt. Whereas
the conventional Barkhausen method generates a spectrum of
voltage spikes by placing a pickup coil next to a ferromag-
netic sample and cycling the sample in an applied magnetic
field, the MTS method generates a spectrum of voltage
spikes by sweeping the sample across the transformation
temperature, load, or any other force field.20,55,57 The experi-
mental setup used in the MTS method is similar to that for
the Barkhausen method.58,59 However, instead of an energiz-
ing field coil to sweep the sample across the hysteresis loop,
for temperature-dependent MTS, a heating/cooling stage is
used to sweep the sample across the phase transition�s� �the
schematic is later shown in the inset of Fig. 11�. The signal
pickup coil is fabricated out of an insulating ferrite core,
whose output is typically bandwidth limited by a band pass
filter to a range of 1–10 kHz. The pickup coil is a miniature
probe in the form of a hemispherical ring 2–3 mm in diam-
eter, 1 mm thick and having 50–100 encircling coil turns.
The sample is attached to the probe and placed in a commer-
cial temperature stage �Linkam, England� that is capable of
heating and cooling the sample from 77 to 873 K to within
�0.1 K while allowing simultaneous observation of the
structural changes in an optical microscope. The stage is
fully automated and interfaced with an image frame grabber
�Linkam� and a high-speed data-acquisition card. Further-
more, the experimental setup acquires and labels all images
and data automatically following the execution of a prepro-
gramed heating/cooling cycle. The experimental information
�temperature, heating/cooling rate, etc.� is automatically col-
lated and numbered by the software. This degree of automa-
tion ensures unambiguous correlation between the micro-
structure and the acquired MTS spectrum as a function of
temperature.

III. RESULTS AND DISCUSSION

A. Martensitic and premartensitic phase transitions

When the Ni-Mn-Ga single crystal is cooled below its
martensite transformation temperature, the austenite phase

spontaneously breaks up into ferroelastic domains in the
form of crystallographic twins; see, for example, the optical
micrograph of the fully transformed martensite in this crystal
at 189.1 K in Fig. 1. It is important to recognize that in
addition to the structural transformation, the alloy also simul-
taneously undergoes a magnetic phase transition on account
of change in electronic structure from austenite to the mar-
tensite phase. This leads to a change in both the magnitude
and orientation of magnetocrystalline anisotropy axes. As a
result, the magnetocrystalline anisotropy axes in the marten-
site phase gets reoriented and redistributed over length scales
on the order of twin width. Therefore the resulting martensite
phase not only has a high density of twins �structural hetero-
geneity� but each twin also hosts a multiplicity of magnetic
domains; see Refs. 18, 19, 28, and 57 for detailed studies on
the temperature-dependent micromagnetic structure in Heu-
sler alloys. Consequently, there is an apparent drop in the
measured magnetic moment when the applied bias fields is
insufficient to achieve saturation magnetization �found to be
�10 kOe in the present study�, as shown in Fig. 2. The key
point being that there is no fundamental meaning to the mag-
nitude of this drop because it arbitrarily depends on the size,
scale, and distribution of twins hosting the magnetic do-
mains. Figure 2 shows that only when the bias field exceeds
�10 kOe, the measured magnetization becomes equal to the
intrinsic specific magnetization �H,T at the given temperature
and field. Below this field strength, the magnetization pro-
cesses are mainly hysteretic and thermodynamic treatment
discussed later does not apply. From Fig. 2, also note that
whereas saturation of the martensite phase require fields in
excess of �10 kOe, the parent phase achieves saturation
magnetization at fields in excess of only �5 kOe; lack of
saturation in the austenite phase at lower fields is evident
from the near zero slope of the �H,T versus T in Fig. 2. These
observations were also separately confirmed by the measure-
ment of hysteresis loops at different temperatures, which is
discussed below in relation to the derivation of the sponta-
neous magnetization �0,T as a function of temperature. The
inset in Fig. 2 shows a zoom-in view of specific magnetiza-

�50 m

FIG. 1. �Color online� Diagonal and vertical bands of interpen-
etrating martensite twins in Ni-Mn-Ga at 189.1 K, which is below
the martensite finish Mf temperature.
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tion versus temperature curves for both cooling and heating
cycles at a bias field of 1 kOe. Notice the existence of two
distinct steps during the martensitic transition during both
cooling and heating. Also, note the section of the curve en-
closed within the dotted box, which is indicative of addi-
tional phase transitions above the martensite transition and
evident from the presence of two inflection points
���2� /�T2�H=0�.

In contrast to dc measurements, the dynamic or ac suscep-
tibility method is a sensitive and a better suited probe for
detecting magnetic phase transitions. Additionally, when ac
susceptibility measurements are made at different dc bias
fields, the resulting field dependence of differential suscepti-
bility can provide further insight into the nature of competing
magnetic interactions. As shown in Fig. 3�a�, ac susceptibil-
ity of the sample clearly reveals the existence of multiple
phase transitions, where the real component ���� of ac sus-
ceptibility is plotted for both cooling and heating �although
shown truncated for clarity, the measurements were made
down to 2 K�. In Fig. 3�a�, vertical arrows indicate critical
points of various phase transitions; the determination of Cu-
rie temperature �c is discussed later. In the following, in
addition to ac susceptibility, the existence of these transitions
was independently corroborated by a number of complemen-
tary methods, including �a� the derivation of the fundamental
property of any magnetic phase, namely, spontaneous mag-
netization, as a function of temperature, which shows clear
jumps in atomic magnetic moment at the marked transition
points, �b� direct optical observation of structural changes
associated with several of these phase transitions, and �c�
measurement of magnetic transition spectrum.

First consider the temperature interval where the marten-
sitic phase transition occurs. In sharp contrast to dc measure-

ments in Fig. 2, ac magnetic susceptibility of the sample
clearly reveals the existence of three distinct martensitic
phase transitions, labeled I, II, and III in Fig. 3�a�. For clar-
ity, the inset in Fig. 3�a� shows the zoom-in view of the
temperature interval where the three martensitic transitions
occur. These three distinct transitions can also be seen clearly
in the d�� /dT versus T plot in Fig. 3�b� corresponding to the
cooling cycle in Fig. 3�a�. The existence of multiple marten-
sitic phase transitions was directly corroborated by
temperature-dependent optical microscopy using Nomarski
polarization interferometer optics, which is sensitive to nan-
ometer scale changes in surface unevenness due to structural
changes. The attached movie clearly shows the three con-
secutive “austenite-martensite” interfaces sweeping the same
volume of the sample as the sample is being cooled.60 From
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FIG. 2. �a� Temperature dependence of specific magnetization at
different dc bias field in Ni-Mn-Ga alloy during cooling. The inset
shows a zoom-in view of the premartensitic and martensitic transi-
tions for both cooling and heating cycles at a dc bias field of 1 kOe,
indicating the existence of multiple phase transitions and highlight-
ing thermal hysteresis associated with phase transitions in cooling
versus heating.
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FIG. 3. �Color online� �a� The real component of ac susceptibil-
ity of the Ni-Mn-Ga alloy as a function of temperature for both
cooling and heating. Vertical arrows indicate multiple phase transi-
tions. The inset shows the zoom-in view of the three successive
martensitic transitions �labeled I, II, and III� for both cooling and
heating cycles and highlight the associated thermal hysteresis for
cooling versus heating. �b� The derivative of real component of
susceptibility for cooling cycle, which shows three distinct peaks
associated with the three martensitic transitions as well as critical
points for other premartensitic transitions.
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the movie, the fact that these transitions sweep across the
same volume of the sample eliminates possible spurious
effects arising from composition gradients. As shown in
the following, each of these transformations is further con-
firmed by the observed jumps in intrinsic spontaneous mag-
netization of the crystal, which completely eliminates any
spurious possibility arising from size, shape, structure, or any
other defect related disorder. An interesting feature of these
consecutive martensitic phase transitions is that once the
austenite �parent phase� transforms into martensite-I, then
for the next martensitic transition, martensite-I serves as
the “austenite” phase that transforms into martensite-II, and
similarly, martensite-II serves as the austenite phase that
transforms into martensite-III. However, occurrence of mul-
tiple martensite transformations is not uncommon. It is well
known to occur even in single elements such as plutonium,
and is related to intrinsic commensurate/incommensurate
structural modulations that trigger successive martensitic
transformations.61 Determination of the precise role of struc-
tural modulations in the present alloy is beyond the scope of
the present study.

The ac susceptibility was further measured at different dc
bias fields. Figures 4�a�–4�g� shows real component ���� of
ac susceptibility for both cooling and heating cycles at dc
bias fields ranging from zero �Fig. 4�g�� to 1 T �Fig. 4�a��.
Figures 4�a��–4�g�� are the corresponding d�� /dT versus T
cooling curves corresponding to Figs. 4�a�–4�g�, respec-
tively. Figure 4 shows that the three successive martensitic
phase transitions become progressively more pronounced
and well delineated as the dc bias field approaches
�750–1000 Oe. Moreover, the fact that three separate
peaks are still �although barely� discernible even at zero field
in Fig. 4�g�� is what enabled the optical visualization of
these three transitions in the attached movie.

Figures 3 and 4 also reveal the existence of several �weak�
premartensitic phase transitions. In fact, their existence in the
present study was found during temperature-dependent opti-
cal microscopy using Nomarski polarization interferometer
optics. Beginning with a sudden change in optical contrast
near �230–240 K �near the beginning of the premartensite
dip in �� in Fig. 3�a��, Nomarski interferometer images re-
vealed the gradual emergence of a striated pattern that in-
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creased in contrast upon cooling. Figures 5�a� and 5�b�
shows, respectively, the observed striated pattern at two dif-
ferent intermediate temperatures �at higher temperatures the
striated pattern is visible but becomes too faint to be clearly
shown here. The arrows in Figs. 5�a� and 5�b� indicate that
the striations run diagonally from top-left to bottom-right. In
terms of Nomarski interferometery, the gradual increase in
surface relief implies that the strain associated with pre-
martensitic transitions, although very small, increases with a
decrease in temperature. While time-dependent studies are
beyond the scope of the present study, the striated pattern
depended on cooling rate, with faster cooling rates delaying
or entirely suppressing the formation of the premartensitic
structure. These observations point to thermal �diffusion-
based� nature of the premartensitic transitions, as opposed to
the athermal or diffusionless nature of the aforesaid marten-
sitic transitions. Figures 5�c� and 5�d� show another subse-
quent phase transition in another portion of the sample that
becomes visible at �218 K �labeled as 	-
 transition in Fig.
10 later�. In Fig. 5�c�, the dotted line encircles the first sur-
face relief associated with this phase transition that became
visible in the field of view of the microscope.

Figure 4 also shows that in comparison to the martensitic
transitions, the ac susceptibility of premartensitic transitions
is a relatively weak function of temperature. Moreover, field
dependence of differential susceptibility in the premartensitic
regime was found to vary sharply with dc bias field. There-
fore to study the evolution of the premartensitic “dip” in ��,
measurements were made at small increments of dc bias
field. Figure 6 plots a subset of dc bias fields at which ac
susceptibility was measured, which shows that the pre-
martensitic phase transitions begin to be resolved as the dc
bias field increases to �1100–1400 Oe. A further subset of
these curves is shown in the zoom-in view in Fig. 7, which

shows more clearly the evolution of various critical points
�except for the marked �-� transition that was harder to re-
solve�. As shown in the next section, these phase transitions
corroborate well with jumps in intrinsic spontaneous magne-
tization versus temperature. Figure 6 also shows that the pre-
martensitic anomalies disappear at fields in excess of
�2700 Oe. The micrographs in Fig. 5 clearly show that the
premartensitic transitions are accompanied by successive lat-
tice distortions. Recently, Ludwig et al.62 have conducted

(a) (b)

(c) (d)

100 �m

FIG. 5. �Color online� ��a�–�d�� Gradual emergence of twinlike
premartensitic structure at different temperatures during cooling. �a�
219.9 K, �b� 218.8, �c� 217 K, and �d� 216.2 K. Micrographs �a� and
�b� were taken at a different region compared to �c� and �d�.
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acoustic emission studies of the premartensitic transitions us-
ing a crystal that was cut from the same boule used in the
present study. Their studies revealed that the premartensitic
acoustic emissions vanished at fields in excess of �2.5 kOe,
in agreement with results shown in Fig. 6. The disappearance
of premartensitic anomalies in ac susceptibility measure-
ments may then be directly linked to the ability of the ap-
plied field to suppress the formation of multiple ferroelastic
domains of the type shown in Fig. 5. Combined with a small
difference in intrinsic spontaneous magnetization between
successive phases �as shown in the next section�, energeti-
cally, the crystal transitions from a single domain �ferromag-
netic as well as ferroelastic� of one phase into a single do-
main of the successive phase.

Derivation of spontaneous magnetization �o,T

The fundamental quantity of interest in characterizing any
given magnetic phase is its spontaneous magnetization �o,T
—magnetization within a single magnetic domain of the
crystal at zero magnetic field—and its variation with tem-
perature. It is an intrinsic property of a magnetic material,
independent of the size, shape, or technique used to deter-
mine it. This quantity is also of interest in the theory of
ferromagnetism as it provides fundamental information re-
lated to electrons contributing to the observed magnetism
and in formulating the law of states, viz., ratio of spontane-
ous magnetization to spontaneous magnetization at absolute
zero temperature �o,T /�o,o versus the reduced temperature
T /�c. With the aforesaid observation of a large number of

phases, it therefore becomes necessary to determine the
spontaneous magnetization of various phases as a function of
temperature.

Practically, the measurement of spontaneous magnetiza-
tion is complicated by the fact that a magnetic material gen-
erally exists as an aggregate of magnetic domains and a di-
rect measurement of spontaneous measurement within a
single domain is not possible. While application of magnetic
fields can erase magnetic domains, the resulting quantity is
not spontaneous magnetization �o,T but rather intrinsic mag-
netization at a finite field �H,T. To overcome this problem,
three principal extrapolation and interpolation methods were
originally developed by Weiss and Forrer,63 and Sucksmith
and co-workers.64 Two of these methods �used in the present
study� involve measurement of magnetization as a function
of field at different temperatures �the so-called magnetic iso-
therm method and the method of curves of constant magne-
tization� while the third is based on measurement of the mag-
netocaloric effect.

Briefly, to determine spontaneous magnetization �o,T at a
given temperature, the magnetic isotherm method involves
the measurement of magnetization as a function of applied
field at a given temperature, followed by extrapolation of the
linear, high-field portion of the curve to zero field. Measure-
ments are made at various temperatures and examples of
spontaneous magnetization obtained by this method at four
different temperatures are shown in Figs. 8�a�–8�d�. Note
that the magnetic isotherm method is less reliable at tempera-
tures in the vicinity of the Curie temperature, where the slope
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FIG. 8. �Color online� ��a�–�d�� Four illustrative examples of measurement of spontaneous magnetization at four different temperatures
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of the high-field portion of the magnetization may not be
close to zero or may become nonlinear. Hence the use of
different methods for determination of �o,T.

The method of constant magnetization measures magneti-
zation as a function of temperature at different static fields,
followed by interpolation of data to obtain a series of mag-
netic field �ordinate� versus temperature �abscissa� curves at
fixed values of magnetization. At high fields and sufficiently
high values of magnetization, the linear portions of such field
versus temperature curves can be extrapolated to zero field
and the point on the abscissa where the curve of constant
magnetization intersects gives the temperature corresponding
to the spontaneous magnetization for the given value of mag-
netization, as shown in Fig. 9. This method is applicable at
low as well as temperatures approaching the Curie tempera-
ture.

Using these two methods, the variation in spontaneous
magnetization versus temperature is shown in Fig. 10�a�. It
shows a series of jumps in spontaneous magnetization for the
alloy. Note that spontaneous magnetization measures elec-
trons contributing to the observed magnetism and is an in-
trinsic property of a material. Therefore, jumps in spontane-
ous magnetization are the unambiguous indications of
magnetic phase transitions, as indicated by the vertical ar-
rows in Fig. 10�a�. The inset in Fig. 10 shows a plot of
square of spontaneous magnetization �o,T

2 versus tempera-
ture, which when extrapolated linearly to the abscissa gives a
value of �389 K for the Curie point. This value is consis-
tent with previous determination of Curie temperature in this
alloy using thermal analysis.42 Figure 10�b� plots the deriva-
tive of the square of spontaneous magnetization versus tem-
perature. In the following thermodynamics treatment, it will
be shown that �−1 /2����2 /�T�H at a given field �including
zero field corresponding to spontaneous magnetization� is
proportional to the ratio of excess specific heat due to mag-
netization CM to �N
�, where �N
� is the coefficient of mo-
lecular field Hm= �N
�� and 
 is the density. �Note that when

expressed in terms of moment per unit volume M instead of
specific magnetization �per unit mass�, the molecular-field
coefficient becomes equal to N instead of N
 such that Hm
=NM =N
�M /
�= �N
���.

Associated with the observed phase transitions are a cata-
strophic or avalanchelike reconfiguration of the magnetic
structure as the crystal transforms from one phase to another.
This gives rise to a magnetic transition spectrum of voltage
spikes reflecting the dynamics of the magnetic transitions. It
also provides yet another means of following the progression
of these various phase transitions. Figure 11 shows the ac-
quired magnetic transition spectrum on cooling. The inset in
Fig. 11 is a magnified view of the acquired spectrum in the
premartensitic regime along with a schematic of the experi-
mental setup used to acquire the spectrum. Figure 11 clearly
shows the avalanchelike distributions of the induced pulses
across the temperature interval where various phase transi-
tions occur. Previously, the authors have used a “jumpsum”
method to analyze and interpret magnetic transition spectra
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FIG. 9. �Color online� ��a�–�d�� Illustrative examples of mea-
surement of spontaneous magnetization using the method of con-
stant magnetization. Measurements are shown for data acquired for
cooling cycle.
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FIG. 10. �Color online� �a� Variation in spontaneous magnetiza-
tion versus temperature of the Ni-Mn-Ga alloy during cooling. Inset
shows the square of the spontaneous magnetization versus tempera-
ture, whose extrapolation to abscissa gives the Curie temperature.
�b� Derivative of square of spontaneous magnetization versus tem-
perature for cooling.
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such as the one shown in Fig. 11.20,55 Instead of assigning an
average value for the entire spectrum, the jumpsum JS analy-
sis expresses the acquired signal in terms of the profile of the
spectrum and JS is simply the running total of all the voltage
spikes, as shown in Fig. 12. The ith value of JS is equal to
the sum of all preceding voltage jumps �i=1

i �i. up to that
temperature �from right to left on cooling in Fig. 12�. The
lower portion of Fig. 12 shows the JS curve for the spectrum
shown in Fig. 11. The inset shows the magnified view of the
�-� portion of the JS curve. To illustrate various transition
temperatures, Fig. 12 also overlay the plot of spontaneous
magnetization versus temperature shown earlier in Fig.
10�a�. It is also important to make a distinction between the

meaning of a large number of voltage spikes in the spectrum
shown in Fig. 11 versus a single discontinuity associated
with an observed physical property �such as ac susceptibility,
Figs. 3 and 4, or spontaneous magnetization, Fig. 10� at each
transition temperature. Multiple voltage spikes in the spec-
trum are due to reconfiguration of magnetization vectors in a
multitude of tiny magnetic domains in the crystal. In other
words, each voltage spike is not a phase transition but re-
flects the individual dynamics of many domains as the sys-
tem undergo a phase transition.

Using the MTS method, the dynamics of any phase tran-
sition can be further explored by repeatedly cycling the
sample across a given temperature interval. This is shown in
Fig. 13 for the case of transition from a fully transformed
martensite�III� to martensite�III-II� phase region. Figure
13�a� shows minor dc magnetization loops over successive
cycling between 195 and 201.8 K. For ease, the ac suscepti-
bility loop for cooling and heating �shown earlier in Fig. 3� is
also replotted in the inset of Fig. 13�a� in order to highlight
the portion of the overall transition region across which the
temperature excursion was made �marked schematically in
the encircled region�. Figure 13�b� shows the successive JS
curves during both cooling �1C-4C� and heating �1H-3H�.
The remarkable feature of the JS curves �either for cooling or
for heating� is that the saturation value of JS is the same even
though the actual transition pathways leading to the satura-
tion JS value is different for each cycle, as shown in the
zoom-in view for the three successive JS curves for cooling
in Figs. 13�c�–13�e�. This observed dynamics of underlying
micromagnetic reconfiguration reveals the remarkable fea-
ture of a system having an infinite number of available path-
ways resembling a devil’s staircase as it repeatedly achieves
the same final magnetic state. Note that the magnetic do-
mains are superimposed on the ferroelastic domains. There-
fore by default, the formation of ferroelastic domains also
resembles a devil’s staircase. The actual formation and anni-
hilation of ferroelastic domains during repeated heating and
cooling, corresponding to the JS curves shown in Fig. 13,
was recorded and is shown in the second movie attached
along with this submission.60 This movie shows that while
the process of repeated annihilation and reformation of fer-
roelastic domains is nearly the same, there are always small
differences in the process. These differences, however small,
causes the system to take a new pathway each time, which is
reflected in the observed JS curves. The reason for a different
saturation value of JS for cooling versus heating is described
in a previous publication.20

B. Thermodynamics of magnetization

Next consider the form of the thermodynamic function for
the dependence of internal energy on specific magnetization,
viz., ��E /���T. From such an expression, various
�-dependent thermodynamic properties can be derived and
molecular-field coefficient N
�T ,H� modeled. Later, the
form of the function ��H ,T�= f��� will be formally derived,
which Stoner had earlier cited by inspection alone from the
expression for ��E /���T.65 In addition, the applicability and
caveats for use of the following equations for a single phase
will be discussed.

A to D Converter

Filter Barkhausen
Pickup Coil
Sample

Heating/
Cooling
Stage

T/C

Heating/Cooling

Stage

FIG. 11. �Color online� Magnetic transition spectrum of Ni-
Mn-Ga on cooling. Inset shows a zoom-in view of the spectrum in
the premartensitic regime. The schematic shows the experimental
setup used for acquiring the spectrum �T/C: thermocouple�.

FIG. 12. �Color online� Jumpsum �lower curve� of the magnetic
transition spectrum for the Ni-Mn-Ga sample on cooling. The curve
of spontaneous magnetization versus temperature �upper curve� dur-
ing cooling is also shown above the Jumpsum curve. Inset shows
the zoom-in view of the �-� portion of the Jumpsum curve.
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The general expression for the portion of internal energy
that is dependent on specific magnetization may be written as

E = f��,T� , �1�

where E and � are referred to unit mass.
Basic thermodynamic equations may then be used to de-

rive the general expression for ��E /���T at constant volume.
Note that Eqs. �3�–�10� do not differ from those given by
Stoner,65 and are written here simply for the ease of discus-
sion and derivation of subsequent thermodynamic relation-
ships. From first law of thermodynamics at constant volume,
we have

dE = TdS + Hd� . �2�

Rearranging Eq. �2�,

dS =
1

T
dE −

H

T
d� , �3�

⇒� �S

�H
�

T

=
1

T
	 �E

��

��

�H



T

−
H

T
� ��

�H
�

T

. �4�

Since

d�E − TS − H�� = − SdT − �dH . �5�

We have from Maxwell relationship using Eq. �5�,

� �S

�H
�

T

= � ��

�T
�

H

. �6�

Substituting for ��S /�H�T from Eq. �6� in Eq. �4�,

� ��

�T
�

H

=
1

T
	� �E

��
�

T

− H
� ��

�H
�

T

. �7�

Rearranging Eq. �7� one gets the expression for ��E /���T in
terms of experimentally measurable quantities ��� /�T�H and
��� /�H�T,

� �E

��
�

T

= H +
T���/�T�H

���/�H�T
. �8�

Note that Eq. �8� is a general thermodynamic expression for
��E /���T independent of any particular model of molecular
theory of ferromagnetism. By measuring specific magnetiza-
tion as a function of field and temperature, �= f�H ,T�, the
experimental form of the function ��E /���T can be deter-
mined from Eq. �8�. The experimental values of ��� /�T�H
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FIG. 13. �Color online� �a� Minor loops of dc magnetization curves at zero-bias field between fully martensitic�III� and martensitic�III-II�
regions. �b� Corresponding Jumpsum curves over successive cooling �1C-4C� and heating �1H-3H� cycles. ��c�–�e�� Zoom-in view of three
successive Jumsum curves during cooling �1C-3C�.
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and ��� /�H�T at different temperatures at four different bias
fields are shown in Figs. 14�a�–14�d� and Figs. 14�e�–14�h�,
respectively. The magnitudes of these slopes are comparable
to those for typical ferromagnets, say, for example, Ni.66

Next, from a molecular viewpoint, the expression for
��E /���T in Eq. �8� may be equated to the molecular-field
coefficient by the relationship,65,66

� �E

��
�

T

= − N
� �9�

and the �-dependent portion of internal energy may be writ-
ten as65,66

E = −
1

2
N
�2 = �−

1

�
�� �E

��
�

T

�2. �10�

Knowing ��E /���T from Eq. �8� �using data from Fig. 14�,
the temperature dependence of molecular-field coefficient
�N
� in Eq. �9� can therefore be experimentally determined
at different bias fields, as shown in Fig. 15�a� for the present
alloy. The inset in Fig. 15�a� shows the zoom-in view of the
temperature interval where the successive martensitic transi-
tions occur. Figure 15�b� shows the integral of Fig. 15�a� to

better highlight the �-dependent portion of internal energy as
a function of temperature at different applied fields.

1. Relationship between CH and C�

Just as it is more easier to carry out experiments on
specific heat at constant pressure CP than at constant volume
CV, it is easier to carry out measurements of specific heat
at constant field CH than at constant specific magnetization
C�. However, from a theoretical viewpoint, it is easier to
predict specific heat at CV or C�. Therefore, analogous to
the well-known relationship between CP−CV=�2VT /� �V
is the volume, � is the coefficient of thermal expansion,
�1 /V���V /�T�P, and � is the coefficient of compressibility
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FIG. 14. �Color online� Measured temperature dependence of
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during cooling.
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�−1 /V���V /�P�T�, a relation between CH−C� can be derived
from the second law of thermodynamics. The following deri-
vation is exact, independent of any model, and differs from
an abridged derivation earlier provided by Stoner.65 To arrive
at an expression for CH−C�, formally we have

CH = ��E/�T�H = T��S/�T�H, �11�

C� = ��E/�T�� = T��S/�T��. �12�

In addition, define the following two quantities:

�H � ���/�T�H �13�

and

�T � ���/�H�T. �14�

In terms of variables �H ,T� specific magnetization is

d��H,T� =� ��

�H
�

T

dH +� ��

�T
�

H

dT . �15�

Inserting Eqs. �13� and �14� in Eq. �15�,

d��H,T� = �TdH + �HdT . �16�

Similarly, we can write for dS�H ,T�,

dS�H,T� =� �S

�H
�

T

dH +� �S

�T
�

H

dT . �17�

From Eq. �2�, using Maxwell relation, we have

� �S

�H
�

T

= � ��

�T
�

H

= �H. �18�

Using Eqs. �11� and �18�, Eq. �17� is equal to

dS�H,T� = �HdH + �CH

T
�dT . �19�

Inserting expressions for d��H ,T� and dS�H ,T� using Eqs.
�16� and �19�, respectively, in Eq. �2�,

dE�H,T� = T	�HdH + �CH

T
�dT
 + H��TdH + �HdT� ,

⇒dE�H,T� = �T�H + H�T�dH + �CH + H�H�dT .

�20�

Instead of E�H ,T�, we can write the expression for E�� ,T�
by substituting in Eq. �20� the expression for dH from Eq.
�16�, which gives

dE��,T� = �T�H + H�T�� 1

�T
��d� − �HdT� + �CH + H�H�dT .

�21�

Rearranging Eq. �21�,

dE��,T� = �T
�H

�T
+ H�d� + �−

T�H
2

�T
+ CH�dT . �22�

The derivative of Eq. �22� with respect to T at constant � is
C�,

� �E

�T
�

�

= C� = − T
�H

2

�T
+ CH �23�

or

CH − C� = T
�H

2

�T
. �24�

Notice the comparative role of terms �H and �T in the ex-
pression for CH−C� in Eq. �24� versus those in expression
for CP−CV=�2VT /�. Substituting in Eq. �24� the expres-
sions for �H and �T from Eqs. �13� and �14�, respectively,

CH − C� =
T���/�T�H

2

���/�H�T
. �25�

The right-hand side of Eq. �25� is in terms of measurable
quantities shown earlier in Fig. 14. The behavior of CH
−C� as a function of temperature at different fields is shown
in Fig. 16; the equality between CH−C� and magnetic spe-
cific heat CM is shown in the next section. The insets in Fig.
16 show the behavior over the entire temperature range.
From the general relation � �z

�x �y�
�x
�y �z�

�y
�z �x=−1 for a function

z�x ,y�, one obtains

� ��

�T
�

H
� �H

��
�

T
� �T

�H
�

�

= − 1 �26�

or

−
��H/�T��

��H/���T
= � ��

�T
�

H

. �27�

Using Eq. �27�, Eq. �24� becomes
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FIG. 16. �Color online� ��a�–�d�� CH−C� at different dc bias
fields. Insets in �a�–�d� shows the behavior of CH−C� over the
entire temperature range over which measurements were made.
Note that conversion from ergs to calories requires a factor of
�2.39�10−8.
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CH − C� =
T���/�T�H

2

���/�H�T
=

T���/�T�H

���/�H�T
	−

��H/�T��

��H/���T



= − T� �H

�T
�

�
� ��

�T
�

H

. �28�

Using Eqs. �8� and �27�, Eq. �28� can be written as

CH − C� = 
� �E

��
�

T

− H�� ��

�T
�

H

. �29�

2. Estimation of magnetic specific heat CM from CH−C�

The excess specific heat of a ferromagnet �at a given field,
including the zero field for the case of spontaneous magne-
tization� differs from the specific heat of a similar material
lacking in ferromagnetism. This excess magnetic specific
heat CM is given by

CM = � �E

�T
�

H

= � �E

��
�� ��

�T
� =

1

2
�1

�

�E

��
�� ��2

�T
� . �30�

But �−1 /����E /���T is the molecular-field coefficient N
.
Therefore,

CM = −
1

2
N
� ��2

�T
� . �31�

And, in particular, for the case of spontaneous magnetization
at zero field,

CM,H=0 = � �E

��o
�� ��o

�T
� =

1

2
� 1

�o

�E

��o
�� ��o

2

�T
�

= −
1

2
�
NH=0�� ��o

2

�T
� . �32�

It was the ratio �CM,H=0 /
NH=0� in Eq. �32� that was earlier
plotted in Fig. 10�b�.

From Eqs. �9� and �29�,

CH − C� = 
� �E

��
�

T

− H�� ��

�T
�

H

= �− N
� − H�� ��

�T
�

H

= − N
��1 +
H

N
�
�� ��

�T
�

H

.

�33�

Since N
��H,

CH − C� � N
�� ��

�T
�

H

= −
1

2
N
� ��2

�T
� = CM . �34�

In other words, �CH−C�� is essentially a measure of CM and
the error in this approximation is negligible ��1 part per
million� even in fields as high as several teslas. Thus, know-
ing the values of �CH−C�� from experimental data, CM can
be estimated or vice versa, as indicated by the approximate
equality in Fig. 16.

Note that at temperatures away from phase transitions �in
particular, away from martensitic transitions�, in the single
phase regime where all the above equations hold, the values

of magnetic specific heat ��millicalories per gram kelvin�
are comparable to what one would find for a typical ferro-
magnet, such as, for example, Ni.66,67 The derived values of
CM at phase transitions are to be used cautiously given that
the above equations are valid for a single phase only and at
constant volume. In particular, the values of CM at martensi-
tic phase transformations are not valid given the large self-
strains involved in martensitic phase transformations.

3. Form of the function (�E Õ��)T

Finally, by substituting −N
� for ��E /���T, Eq. �7� can
be written as

� ��

�T
�

H

= − �H + N
�

T
�� ��

�H
�

T

. �35�

Seek solutions of the form

��H,T� = f��� , �36�

where

� �
H + N��T�
�

T
. �37�

To determine the relation between N and N��T�, we have

� ��

�T
�

H

= � � f

��
� �

�T
	H + N��T�
�

T



H
�38�

= f�
− T−2�H + N�
�� + T−1	N��
� + N�
� ��

�T
�

H

� .

�39�

Therefore,

� ��

�T
�

H

=
f�

T

− � + N�
��N��

N�
+

���/�T�H

�
�� . �40�

Rearranging Eq. �40�,

� T

f�
− N�
�� ��

�T
�

H

= − � + �
��N��, �41�

⇒� ��

�T
�

H

=
− � + �
��N��

� T

f�
− N�
� . �42�

Also,

� ��

�H
�

T

= � � f

��
� �

�H
	H + N��T�
�

T



T
�43�

=
f�

T
	1 + N�
� ��

�H
�

T

 �44�

or

� T

f�
− N�
�� ��

�H
�

T

= 1. �45�

Rearranging Eq. �45�,
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1

� T

f�
− N�
� = � ��

�H
�

T

. �46�

Using Eq. �46�, Eq. �42� is equal to

� ��

�T
�

H

= � ��

�H
�

T

�− � + �
��N��� . �47�

Substituting for � from Eq. �37�,

=− 	�H + N��T�
�

T
� − �N��
��
� ��

�H
�

T

, �48�

⇒� ��

�T
�

H

= − 
	H + �N� − N���
�

T

�� ��

�H
�

T

, �49�

where

	H + �N� − N���
�

T

 = �H + N
�

T
� . �50�

Hence,

N = N� −
�N�

�T
T . �51�

It is again reiterated that the above thermodynamic equations
are valid for a given single phase, under the condition that
magnetic hysteretic effects are absent and the observed
change in volume for any given phase are relatively small.
Based on these caveats, experimental derivations of various
thermodynamic properties were performed only at suffi-
ciently high fields ��20 kOe� to eliminate possible magnetic
hysteretic effects, thereby ensuring that the measured specific
magnetization is equal to the intrinsic specific magnetization.
In the two phase regions when only a small change in vol-
ume occurs from one phase to another, the experimental data
may still be valid by viewing the thermodynamic quantity of
interest as being proportional to the volume fraction of the
two phases.

IV. CONCLUSIONS

We conclude the existence of phase transitions from
steps in the intrinsic thermodynamic property, namely, spon-
taneous magnetization. Spontaneous magnetization—
magnetization within a single magnetic domain of the crystal
at zero magnetic field—and its variation with temperature is

the fundamental thermodynamic quantity of interest in char-
acterizing any given magnetic phase. Steps in spontaneous
magnetization versus temperature are the representation of
magnetic phase transitions in the truest thermodynamic
sense. The observation of multiple phase transitions in Ni-
Mn-Ga Heusler alloy is directly corroborated with direct op-
tical observations as well as jumps in spontaneous atomic
moments at the critical points.

Differences in temperatures where the steps in spontane-
ous magnetization versus, for example, ac susceptibility, are
easily explained. The difference arises because derivation of
spontaneous magnetization is an extrapolation of data to zero
field and shall differ from directly measured data such as dc
magnetization or ac susceptibility.

Observation of three different martensitic phase transi-
tions in the same volume eliminates effects as arising from
composition gradients. One might consider the hypothesis of
some sort of surface transition. This possibility is eliminated
because such a region would have only a small magnetiza-
tion change associated with it and is not compatible with the
overall observed data, including a large signal in magnetic
transition spectra, large macroscopic shears observable in
movies, steps in spontaneous magnetization, etc. The dynam-
ics of micromagnetic reconfiguration take an infinite number
of pathways resembling a devil’s staircase while the system
repeatedly achieves the same final state.

The observed field dependence of molecular-field coeffi-
cient at any given field is linked to the field susceptibility of
the observed transitions. From general thermodynamics con-
siderations, the magnetic specific heat is shown to be equal
to the difference in heat capacities at constant field and mag-
netization. As a result, its values can be experimentally de-
duced. Finally, the form of the function for intrinsic specific
magnetization is formally derived.
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