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We have characterized the dynamics of the polar nanoregions in Pb�Mg1/3Nb2/3�O3 through high-resolution
neutron-backscattering and spin-echo measurements of the diffuse-scattering cross section. We find that the
diffuse-scattering intensity consists of both static and dynamic components. The static component first appears
at the Curie temperature ��400 K while the dynamic component freezes completely at the temperature Tf

�200 K; together, these components account for all of the observed spectral weight contributing to the
diffuse-scattering cross section. The integrated intensity of the dynamic component peaks near the temperature
at which the frequency-dependent dielectric constant reaches a maximum �Tmax� when measured at 1 GHz, i.e.,
on a time scale of �1 ns. Our neutron-scattering results can thus be directly related to dielectric and infrared
measurements of the polar nanoregions. Finally, the global temperature dependence of the diffuse scattering
can be understood in terms of just two temperature scales, which is consistent with random-field models.
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I. INTRODUCTION

Lead-based relaxor ferroelectrics are compounds with the
general formula PbBO3 in which the B-site is disordered.
They exhibit exceptionally large piezoelectric coefficients
�d33�2500 pC /N� and dielectric constants ���25 000�
making them attractive for device applications.1–3

PbMg1/3Nb2/3O3 �PMN� and PbZn1/3Nb2/3O3 �PZN� are pro-
totypical relaxor ferroelectrics and the most studied; both
display a broad and unusually frequency-dependent zero-
field dielectric response �see Fig. 1�b�� that contrasts with the
sharp and �comparatively� frequency-independent peaks ob-
served in conventional ferroelectrics such as PbTiO3 �PT�
and BaTiO3.

This anomalous dielectric behavior is matched by the odd
structural properties of the lead-based relaxors as represented
by the cases of PMN and PZN.8 Instead of a well-defined
structural transition to a long-range ordered ferroelectric
ground state, which normally characterizes a typical ferro-
electric, lead-based relaxors develop short-range ferroelectric
correlations on cooling that are consistent with tiny domains
of ferroelectric order embedded within a paraelectric matrix
while the average structural unit cell remains cubic. On dop-
ing with PT, these domains coexist with a long-range ferro-
electric structural distortion. These local regions of ferroelec-
tric order, now known as polar nanoregions or PNRs, were
first postulated to explain the temperature dependence of the
optical index of refraction of a variety of disordered ferro-
electric materials.9 The existence of PNR has since been con-
firmed by numerous x-ray and neutron-scattering studies,
which report the presence of strong diffuse scattering at low
temperatures.10–13 The diffuse scattering in PMN, for ex-
ample, was recently investigated in great detail and shown to
vanish above �420 K.14 Typical diffuse-scattering intensity

contours measured at 200 K are displayed in Fig. 2�a� �Ref.
15� and show that the neutron diffuse-scattering cross section
is very broad in momentum, which implies the existence of
short-range structural correlations. By comparison, the sharp,

a) TO mode (Wakimoto et al.)

PbMg
1/3

Nb
2/3

O
3

b) c)

FIG. 1. �a� The square of the soft, transverse-optic mode fre-
quency is shown as a function of temperature �data taken from Refs.
4 and 5�. �b� The frequency dependence of the dielectric constant of
PMN �data taken from Ref. 6�. �c� The inverse of the 100 kHz
dielectric susceptibility as a function of temperature. The dashed
line represents a high-temperature fit and the Curie-Weiss tempera-
ture ��� is indicated. The data were taken from Ref. 7.
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resolution-limited Bragg peaks that accompany a transition
to a normal ferroelectric ground state such as in PbTiO3 are
indicative of long-range structural correlations. While the
lead-based relaxor diffuse-scattering cross section has been
modeled extensively, considerable debate persists over the
underlying physical origin of the intriguing butterfly-shaped
contours illustrated in Fig. 2�a�.16–20

Despite uncertainties in the origin of the diffuse-scattering
cross section, the polar nature of the diffuse scattering in the
lead-based relaxors has been established through three differ-
ent means. First, the onset of the diffuse scattering in PMN
was shown to coincide with the temperature at which a
ferroelectric-active, soft, transverse-optic mode reaches a
minimum frequency �see Fig. 1�a��, and which also coincides
with the Curie-Weiss temperature derived from high-
temperature susceptibility measurements �Fig. 1�c��.4,7,14

Second, the diffuse scattering was shown to respond strongly
to an electric field, which in PMN reduces the diffuse-
scattering intensity while simultaneously enhancing the
Bragg peaks at low temperatures.21–24 Third, on doping PMN
with PT, both the piezoelectric properties and the total dif-
fuse scattering increase but then drop sharply above PT con-
centrations near 32%, at which point the diffuse scattering is
replaced by a well-defined structural transition.25,26 While
the role of strain and strong polarization-deformation cou-

pling must influence many of these results, and has been
demonstrated by studying the acoustic phonons �Refs. 5 and
27�, there exists a basic connection between the diffuse-
scattering cross section and the underlying polar structure.
While there is a clear link between the anomalous dielectric
properties and the diffuse scattering in lead-based relaxors,
the lattice dynamics remain poorly understood, particularly
at long time scales. Specifically, broadband infrared and
frequency-dependent dielectric measurements, and the
diffuse-scattering cross section measured with neutrons and
x rays are difficult to reconcile because the former two tech-
niques generally probe only the momentum response near
Q=0. This problem is further complicated by the fact that
neutron-scattering measurements are typically limited to en-
ergy resolutions �E�1 THz, and therefore direct compari-
sons with low-frequency dielectric data have not been pos-
sible.

While comparisons of dielectric and infrared measure-
ments to neutron and x-ray scattering data are difficult to
make data at the high-frequency limit of broadband measure-
ments ��1 THz� on thin films have proven to be in excellent
agreement with neutron inelastic-scattering measurements of
the soft transverse-optic mode.6 Low-frequency measure-
ments, however, have suggested the presence of significant
dynamics that appear to be strongly correlated with the
anomalous structural properties.28 While it is tempting to at-
tribute these long time-scale dynamics to the diffuse scatter-
ing associated with the PNR, several studies using thermal-
neutron spin-echo and cold-neutron triple-axis techniques,
which provide excellent energy resolution, have reported the
diffuse component to be resolution limited �and hence static�
at all temperatures.16,29 The supposed static nature of the
diffuse-scattering cross section has led to some models that
rely solely on strain or defects to describe the cross section
and reconcile it with the dynamics observed in infrared and
dielectric measurements. On the other hand, other neutron
studies have found some evidence of low-energy quasielastic
scattering that has been suggested to be correlated with the
dielectric properties.30–32 However, because the same low-
energy inelastic cross section also contains significant
acoustic-phonon scattering, the basic nature and existence of
any quasielastic component remains unclear.5 For this rea-
son, it is highly desirable to study the diffuse scattering in
lead-based relaxors with an energy resolution that is compa-
rable to that of frequency-dependent dielectric measurements
so that a direct comparison between the results from these
different techniques can be made.

We have measured the diffuse scattering using cold-
neutron-backscattering and spin-echo techniques in an effort
to characterize the dynamics of the PNR in the relaxor PMN.
The large dynamic range offered by both techniques allows a
direct comparison with dielectric measurements, which
probe dynamics on time scales less than �1 GHz. While our
backscattering data reproduce previously published results
concerning the static nature of the diffuse cross section, our
spin-echo experiments reveal that the diffuse scattering is in
fact described by two components—one static and one dy-
namic. The static component is onset at 400 K, where the
ferroelectric-active, soft phonon reaches a minimum fre-
quency. The temperature dependence of the static component

X

FIG. 2. �Color online� �a� Diffuse-scattering intensity contours
measured near Q� = �100� on the DCS spectrometer located at NIST;
the circles illustrate where in reciprocal space. the measurements on
IN10 and IN11 were conducted. �b� Backscattering spectra mea-
sured at several temperatures and summed over the Q positions
indicated as IN10 in panel �a�. The error bars are related to the
square root of the total number of neutron counts.
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matches well with our backscattering results and with previ-
ous data using coarser energy resolution performed on triple-
axis spectrometers.30 The dynamic component is well de-
scribed by a single relaxational decay time ��� on the order
of �0.1 ns. The temperature dependence of the relaxational
time is described by a simple Arrhenius law with an activa-
tion temperature of 1100 K. We suggest that Tf �200 K,
which is the so-called Vogel-Fulcher temperature, is the tem-
perature at which the PNR freeze entirely, and that 400 K is
correlated with the onset of static, short-range ferroelectric
correlations �PNR�. The dynamics also reflect the high-
temperature scale where previous dielectric and optical index
of refraction measurements have suggested the onset of fluc-
tuating polar nanoregions, often referred to as the Burns tem-
perature.

II. EXPERIMENTAL DETAILS

Our neutron-scattering experiments were conducted on
the IN10 backscattering and IN11 spin-echo spectrometers
located at the Institut Laue Langevin in Grenoble, France.
IN10 consists of a large, vibrating Si�111� monochromator
that Doppler shifts incident neutrons with energies near Ei
=2.08 meV and directs them on to the sample. Neutrons
scattered from the sample are then energy analyzed by a
large bank of Si�111� crystals, which backscatter neutrons
having energy Ef =2.08 meV through the sample and onto a
series of detectors. The dynamic range for this spectrometer
is �10 �eV, and the elastic energy resolution is �E
=0.5 �eV �half-width�. Neutron spin-echo �NSE� spectros-
copy differs from other neutron spectroscopic methods in
that it measures the real part of the normalized intermediate
scattering function R�I�Q , t� / I�Q ,0��,33 where Q is the total
momentum transferred to the sample. This is achieved by
encoding the neutron’s speed into the Larmor precession of
its nuclear magnetic moment in a well controlled, externally
applied magnetic field. I�Q , t� is the spatial Fourier transform
of the Van Hove self-correlation function G�r , t� which, es-
sentially, gives the probability of finding a particle after time
t at a radius r around its original position.34 Furthermore,
I�Q , t� is the frequency Fourier transform of the scattering
function S�Q ,��, which is what is measured with neutron-
backscattering spectroscopy. We used the NSE spectrometer
IN11 in its high-resolution setup “IN11A.” The PMN sample
is a 3 cc crystal grown using the Bridgeman technique de-
scribed elsewhere.35 The sample has a room-temperature lat-
tice constant of 4.04 Å and was aligned in the �HK0� scat-
tering plane for all measurements.

III. RESULTS AND DISCUSSION

We first discuss our measurements of the static diffuse-
scattering cross section, which is associated with short-range
polar correlations. It is important to note here that the defi-
nition of what is termed “static” depends on the energy res-
olution of the experimental technique. For the remainder of
the paper, we define the “static component” as the measured
elastic intensity that lies within the experimental resolution
of the instrument used. Figure 2�a� shows the geometry of

the diffuse-scattering intensity contours in PMN measured
near Q� = �100� at 200 K. These data were obtained using the
Disk Chopper Spectrometer �DCS� located at NIST and have
been published and discussed elsewhere.15 The red �filled�
and white �open� circles indicate the positions in reciprocal
space that we studied using the backscattering �IN10� and
spin-echo �IN11� techniques, respectively. Panel �b� shows
various constant-Q scans measured using IN10. These data
have been corrected for a background measured at 550 K,
above the onset of any diffuse-scattering component. The
data in panel �b� are the sum of the intensities measured at
the two Q� positions indicated by the red circles labeled IN10
in panel �a�. As can be seen, both points are located far away
from the �100� Bragg-peak position and therefore are not
contaminated by changes in the Bragg-peak intensity as a
function of temperature. The lines in panel �b� are fits to a
Gaussian with a width fixed to the energy resolution of IN10,
which was measured using the incoherent-scattering cross
section from a vanadium standard. The data in panel �b�
illustrate the onset of the static �resolution-limited� compo-
nent of the diffuse-scattering cross section. These data also
show the absence of any measurable dynamics out to energy
transfers of about 10 �eV between 10 and 550 K �as indi-
cated by the lack of any intensity or temperature depen-
dence�. However, the dynamic range probed by backscatter-
ing is very limited, and so it is desirable to investigate the
inelastic properties of PMN with a technique covering a
broader dynamic range while maintaining an excellent en-
ergy resolution. Indeed, it is possible that the spectral weight
gathering within the elastic �E=0� line at low temperatures
may result from a rapid evolution of the dynamics. To inves-
tigate this possibility, we have used spin-echo spectroscopy,
which covers a large dynamic range in time simultaneously.

The spectra measured using spin-echo �NSE� are plotted
in Fig. 3 between 200 and 450 K and characterize the inter-
mediate scattering function R�I�Q , t� / I�Q ,0�� as a function
of t. At 450 K and above, the data are consistent with a flat
line, thus indicating no time-dependent dynamics are present
within the range accessible with the NSE technique. The
error bars are large for the 450 K data set because the
diffuse-scattering intensity is extremely weak at this tem-
perature. The relatively featureless spectrum at 450 K con-
trasts with that measured at 350 K, which clearly shows a
systematic decay with time, thereby illustrating the presence
of a dynamic component. At lower temperatures, the decay
time increases until at 200 K only a flat, t-independent re-
sponse is observed, which indicates that the normalized in-
termediate scattering function is purely static within the lim-
its of the instrumental resolution, i.e., R�I�Q , t� / I�Q ,0��=1.
The data in Fig. 3 therefore reflects an interplay between
static and dynamic components of the diffuse scattering as
the temperature is varied. Based on the direct connection
between the diffuse scattering and the short-range polar cor-
relations observed in PMN, we attribute this interplay to the
presence of both static and dynamic polar nanoregions.

To quantify the static and dynamic components, we have
fit the spectra to a single relaxational form
R�I�Q , t� / I�Q ,0��=	+ �1−	�e−t/�. The constant 	 represents
the fraction of intensity that is static on the time scale of the
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measurement �and hence is related to the resolution of the
experimental technique�, and � represents the characteristic
decay time of the dynamics. Based on the fits shown in Fig.
3, we can extract the fraction of the raw uncorrected intensity
associated with dynamics �1−	� and statics �	�. A distribu-
tion of decay times can be incorporated into the fit by using
the form R�I�Q , t� / I�Q ,0��=	+ �1−	�e−�t / ��


. While there is
physical justification for a distribution of decay times asso-
ciated with the dynamics of the polar nanoregions, it is not
clear what the value of 
 should be for this case. Our choice
�
=1� is justified by the fact that our data are well described
by a single time scale over a broad temperature range. We
interpret the single decay time extracted from the fits to be
the average fluctuation time of the polar nanoregions.

The static and dynamic components extracted from Fig. 3
have been corrected for the IN11 instrumental resolution
�I�Q ,0�� and plotted as a function of temperature in Fig. 4.
Panel �a� compares the elastic �or static� intensity measured
using three different instruments and experimental resolu-
tions and panel �b� displays the dynamic component normal-
ized to have a maximum value of unity. The data taken on
SPINS, a cold-neutron triple-axis spectrometer located at
NIST, were measured at Q� = �0.025,0.025,1.05� with an en-
ergy resolution of �E=100 �eV. The backscattering �IN10�
data were measured at the Q� indicated in Fig. 2�a� and rep-
resent the intensity of a Gaussian function of energy fit to the
elastic peak. The NSE data represent the static parameter �	�
extracted from fits to the NSE spectra described above mul-
tiplied by I�Q ,0�. Hence the data plotted in Fig. 3�a� equals
I�Q ,0��	. All of the data have been normalized to unity at
200 K. The static component derived from the NSE fits de-
scribed above agree well with the static component derived

from backscattering. The data do not agree as well with the
intensities derived from poorer energy-resolution measure-
ments on SPINS, which used a fixed final energy Ef
=4.5 meV, and are suggestive of a dynamic component over
this region that has been integrated over �i.e., lumped into the
elastic channel� by virtue of the fact that the SPINS instru-
ment provides a substantially poorer energy resolution than
do the IN10 backscattering and IN11 NSE spectrometers.

From Fig. 4�a�, the onset of the static portion of the dif-
fuse scattering appears between 400 and 450 K. This is sig-
nificant when compared to dielectric and other neutron
inelastic-scattering results.14 The Curie-Weiss temperature �
derived from high-temperature dielectric data �Fig. 1�c� is
400 K �Ref. 7� and coincides exactly with the temperature at
which the ferroelectric-active, soft-mode reaches its mini-
mum energy �Fig. 1�a��.4 The 400 K temperature scale also
matches the temperature at which strong deviations in the
coefficient of thermal expansion in PMN are observed.36

Based on this result, we interpret the onset of the static com-
ponent of the diffuse scattering as the freezing of PNR. The
short-range nature of these frozen regions is evident from the
broad nature of the diffuse-scattering cross section in mo-
mentum space, which was illustrated in Fig. 2.

The dynamic component illustrated in panel �b� equals
I�Q ,0�� �1−	�. On cooling, the dynamic component in-
creases, peaks, then decreases; this is consistent with dynam-
ics entering and leaving the time window probed by NSE.
The maximum intensity of the dynamic component occurs
near �325 K, which agrees well with the temperature Tmax
at which the peak dielectric response occurs when measured
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FIG. 3. �Color online� Time dependence of the normalized in-
termediate scattering function R�I�Q , t� / I�Q ,0�� at various tem-
peratures. Both dynamic and static components are observed for
200�T�450 K but only the static component is present at 200 K.
The error bars are related to the square root of the total number of
neutron counts.
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FIG. 4. �Color online� Temperature dependence of the static and
dynamic components extracted from fits to the data in Fig. 3. �a�
compares the static intensities measured with SPINS ��E
=100 �eV�, IN10 ��E=0.5 �eV�, and IN11. Panel �b� plots the
dynamic component of the intensity as a function of temperature.
The value of Tmax from Ref. 6 measured at 1 GHz is represented by
a vertical line. We emphasize that all data was taken on the same
PMN sample.
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at a frequency of 1 GHz �see the vertical line in Fig. 1�b��.
We emphasize that Tmax is not a meaningful temperature
scale because it depends on the energy resolution and tech-
nique used to measure it. Rather, Tmax is a temperature that is
characteristic of the dynamics and the frequency �or time
scale� at which they are probed. We also note that contami-
nation of our data from acoustic modes, which have plagued
other studies, is unlikely as these phonons reside at much
larger energy transfers �or at shorter times �1 THz� than are
probed here. Also, the acoustic-phonon intensity increases
with temperature as required by the Bose factor; this does
not reflect the trend observed in our experiment.

There is little dynamic spectral weight at 200 K where the
normalized NSE spectra �Fig. 3� nearly reaches unity and
becomes flat. These data can then be understood in terms of
two temperature scales. The first is an upper transition tem-
perature near 400 K where static, short-range, ferroelectric
correlations are onset. This temperature coincides with the
Curie-Weiss temperature derived from high-temperature di-
electric data as well as the temperature where the
ferroelectric-active, soft transverse-optic mode reaches its
minimum frequency. A second important temperature scale
exists around 200 K. This temperature is defined as that
where the short-range polar correlations are truly static. This
temperature is most clearly reflected in electric field studies,
which show that the diffuse scattering is significantly re-
duced in intensity by an electric field only below �200 K.
This is also the transition temperature Tf where dielectric
measurements under a poling electric field observe a sharp
peak characteristic of the presence of long-range, ferroelec-
tric correlations.

We now discuss the temperature dependence of the decay
time � and the parameter 	. Both � and the static component
of the normalized intermediate scattering function
R�I�Q , t� / I�Q ,0�� are displayed in Fig. 5. Panel �a� shows
the temperature dependence of �, which we have chosen to
fit to the simple Arrhenius equation �=��e

U/kbT with U
=1100�300 K. This value for U was also confirmed
through a universal fit of all the data to a single-exponential
decay following the Arrhenius equation. Studies of spin
glasses, which exhibit analogous slow dynamics, have often
described the observed relaxation rates in terms of a power
law or an exponential, Arrhenius-type equation.37,38 Regard-
less of the exact form, all of these equations describe the
dynamics in terms of some form of energy barrier and there-
fore have very similar physical interpretations. Some of these
descriptions for the temperature dependence of the relaxation
rate contain a critical temperature as, for example, in fits
using a Vogel-Fulcher-type analysis where �=��e

U/kb�T−T0�.39

While the dielectric data for the relaxor materials would sug-
gest that this is an appropriate description of the data, more
complicated fits introducing an increased number of fitting
parameters beyond the simple Arrhenius law are not justified
or distinguishable by our data. We have therefore chosen the
simplest model with the least number of fitting parameters
for our analysis. The value of the activation energy U
=1100�300 K is in reasonable agreement with that �Ea
�800 K� derived from infrared techniques.28 It is also in
agreement with the temperature at which the lowest-energy,
transverse, optic mode is observed to become soft and broad
in energy.40

Panel �b� of Fig. 5 displays the value of 	 obtained from
the fits shown in Fig. 3. The value of 	 varies smoothly from
0.5 to 1 with decreasing temperature. We do not attribute any
significance to the high-temperature saturation value of 0.5
for two reasons. First, the normalization value I�Q ,0� is
based on an energy integration over the time range of the
spectrometer. The value of 0.5 could thus be the result of an
incomplete energy integration �and hence determination of
S�Q ,0�� at high temperatures. This is corroborated by cold-
neutron spectroscopy data, which provide evidence of the
presence of dynamics at high temperatures on the time scale
beyond the resolution of our spectrometer.30 Second, when
the measured intensity is taken into account, as done in Fig.
4, the results are consistent with no or little spectral weight
residing in the static channel at high temperatures. The factor
of 0.5 does suggest the presence of very long time-scale
dynamics at high temperatures, i.e., about 50% of the signal
in this momentum range results from scattering from parts of
the sample that either scatter elastically or exhibit dynamics
that are too slow to be observed by the spectrometer ��
1 ns�. Such dynamics are beyond the time window of the
current experiment but we speculate that they could result
from short-range chemical order found in Ref. 30. However,
Raman and micro-Brillouin experiments have found very
slow dynamics extending up to very high temperatures and
correlated these with anomalies in the index of refraction.41

Further work involving longer time scales are required to
confirm the origin of this extra component. The temperature
dependence of 	 illustrates that all of the intensity coming
from the diffuse scattering below �200 K is static. This
temperature scale for freezing of the polar nanoregions
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FIG. 5. �Color online� �a� The decay time � is plotted as a
function of temperature. The solid line is a fit to an Arrhenius law
��=��e

U/kbT� with U=1100 K. �b� The fitting parameter 	 is plotted
as a function of temperature.
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agrees with other techniques. NMR T2 measurements, which
probes fluctuations on the order of megahertz, have found
evidence of an anomaly near this temperature and have at-
tributed it to freezing of the polar correlations.42

Our results contradict claims based on thermal spin-echo
measurements presented in Ref. 16 where the diffuse scatter-
ing is concluded to be solely static. Those measurements
were conducted on a thermal spin-echo machine with con-
siderably coarser energy resolution and a smaller dynamic
range than was used here. We therefore believe that these
previous measurements only probed the static component
found in our study. We note that the results presented here
are consistent with data obtained from backscattering, in par-
ticular, the IN10 data discussed earlier. Backscattering
probes a very narrow dynamic range of �1 ns; by compari-
son, neutron spin echo covers several orders of magnitude in
time. It is apparent from Fig. 3 that a much broader dynamic
range is required to observe both the dynamic and the static
response. We conclude then that backscattering is not sensi-
tive to the dynamic component because the dynamic range
accessed by that technique is too narrow.

The presence of a dynamic component of the diffuse scat-
tering and a favorable comparison with frequency-dependent
dielectric data strongly link the diffuse-scattering cross sec-
tion to the presence of dynamic polar nanoregions. Our data
also clearly illustrate two key temperature scales. A high-
temperature scale, where the static component appears
��400 K�, and a lower temperature scale ��200 K�, where
no dynamic component is observed and only static correla-
tions exist. We do not attribute any physical significance to
Tmax, which we believe is associated with the dynamics and
not to any transition temperature. Our interpretation of the
upper temperature of 400 K is also in agreement with the
ideas presented in Ref. 14, which further offers an alternative
understanding of the Burns temperature at 620 K in terms of
dynamics.

Recent reports of a third temperature scale known as T�

can also be understood in terms of the dynamics. Reference
43 describes a new upper transition based on deviations in
the thermal-expansion coefficient. Such a temperature scale
may be related to the dynamics and could also be associated
with the near-surface effect measured in single-crystal
samples of the lead-based relaxors PMN and PZN.8,44,45 In-
deed, previous studies of the coefficient of thermal expansion
in PMN using neutrons have found a strong variation as a
function of depth. Dielectric and infrared work in Ref. 46
describe a third temperature scale T�, which is 400 K, and we
interpret this temperature as the onset of static polar correla-
tions. Reference 46 also describes a high-temperature scale
near 600 K. This could be related to the dynamics as evi-
denced by the large activation energy derived in our current

experiment. Although our speculations concerning these
higher-temperature scales are inconclusive, we believe fur-
ther study is required to understand their origin.

The interpretation of the dielectric and neutron data in
terms of two temperature scales is in agreement with
random-field models previously proposed to explain the re-
laxor ferroelectric phase diagram. References 47–49 inter-
pret relaxors in terms of a three-dimensional Heisenberg
model with cubic anisotropy in a random field imposed by
the disorder on the perovskite B site. In this picture, the true
transition temperature would correspond to 400 K where the
soft, transverse-optic-phonon-mode energy reaches a mini-
mum. However, this model also predicts a second �lower�
temperature scale when the energy scale imposed by the cu-
bic anisotropy becomes important. It was suggested that only
below this temperature could long-range, ferroelectric corre-
lations develop in the presence of a random field. This model
is in broad agreement with the data presented here, which
can be described using just two temperature scales.

The phenomenological model proposed above is consis-
tent with more detailed theoretically studies. For example,
Refs. 50 and 51 both describe models based on random
fields. In particular, the former paper presents a detailed mi-
croscopic mechanism for the existence of the two time scales
described here based on fast dynamics on the Nb site, and
slow dynamics on the lead site. Such an explanation could
explain the data presented here which illustrate two very dis-
tinct time scales in the PMN relaxor ferroelectric. An analo-
gous situation has been proposed in Li-doped KTaO3.52 The
precise microscopic origin of these two temperature scales
will be the subject of future work.

We have presented a high-resolution investigation of the
diffuse scattering in PMN as a function of temperature that
sheds light on the underlying behavior of the polar nanore-
gions. We have proven the existence of a dynamic compo-
nent to the diffuse scattering and that the temperature depen-
dence is described by an interplay between dynamic and
static components. We find that the static component appears
between 400 and 450 K, which is in excellent agreement
with the Curie-Weiss temperature derived from dielectric
data and also the minimum in the soft-mode energy. From
our spin-echo spectra, we have also derived a dynamic frac-
tion and shown that it peaks near the temperature Tmax found
in frequency-dependent dielectric constant measurements.
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