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We describe the quantitative refinement of nanoparticle structures from gold nanoparticles probed by elec-
tron diffraction in the ultrafast electron crystallography �UEC� geometry. We establish the equivalence between
the modified radial distribution function employed in UEC and the atomic pair distribution function �PDF�
used in x-ray and neutron powder-diffraction analysis. By leveraging PDF refinement techniques, we demon-
strate that UEC data are of sufficient quality to differentiate between cuboctahedral, decahedral, and icosahe-
dral nanoparticle models for the ground-state �dark� structures of the gold nanoparticles. Furthermore, we
identify the signatures of systematic errors that may occur during data reduction and show that atomic positions
refined from UEC are robust to these errors. This work serves as a foundation for reliable quantitative struc-
tural analysis of time-resolved laser-excited nanoparticle states.
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I. INTRODUCTION

Ultrafast electron crystallography �UEC� is a promising
new approach for studying the structure of photoexcited ma-
terials on picosecond and femtosecond time scales.1,2 It ex-
tends existing ultrafast pump-probe spectroscopy techniques
by providing vital structural information on the photoexcited
states, which is required to obtain a more complete under-
standing of these transient states. It has long been a dream to
make “molecular movies”3–5 of atoms as a material trans-
forms from one state to another. The use of x rays for this
purpose, obtained from powerful synchrotron sources and in
the future from hard x-ray free-electron lasers, has the ad-
vantage that the data can be modeled quantitatively using
existing x-ray crystallographic6 and atomic pair distribution
function7 �PDF� approaches. However, on the experimental
side, the use of electrons as a probe has a number of advan-
tages over synchrotron x-ray techniques. First, the scattering
power of the electrons is higher, allowing smaller and more
dilute samples to be studied. Second, it is easier to control
the pulse structure of the probe pulse on femtosecond time
scales without the need for fast choppers.8

A challenge when using electrons as a probe is that the
scattering is strong, resulting in increased multiple scattering,
and the single-scattering kinematical approximation used in
most x-ray analyses may not be valid. Recent developments
in quantitative electron crystallography,9 especially with the
development of precession methods of data collection,10

show that these problems can be overcome under certain
circumstances and quantitative structure solutions are pos-
sible using electrons. Another challenge is structure solution
when the underlying structural correlations only extend
over nanometer dimensions, the so-called “nanostructure
problem.”11 Here we explore whether methods developed for
quantitative structure solution12 and refinement13–15 of x-ray
or neutron-derived PDFs can be extended to UEC data from
nanoparticles. The full potential of UEC can be realized only
when the quantitative reliability of structures determined
from the data is established. We investigate this issue here

for the case of data from metallic nanoparticles in the ground
state tethered to a surface, where ground state refers to the
fact that, although we are using an experimental geometry
that can be used for femtosecond-resolved photoexcitation
experiments, we are here only analyzing data from samples
that have not been laser illuminated. These may also be
called dark structures.

There is a large literature on the structure solution of
small molecules in the gas phase from electron-diffraction
data.16 However, the UEC experiments of interest are on
samples in the solid or liquid phase where the validity of the
kinematical approximation is less clear. Quantitative struc-
tural information from electron crystallography based on ki-
nematic scattering is possible using very thin crystals,17–20

weakly scattering specimens,21,22 and nanoparticles contain-
ing just 10–20 unit cells.23 In these cases, the probability
of a multiple-scattering event is sufficiently small that it can
be treated as a minor perturbation on the single-scattering
signal, and the data can be properly corrected for a quantita-
tive structure solution.24 Here we investigate whether UEC
data from nanoparticles in the ground state, tethered to a
surface can be treated in this way. There are powerful tools
emerging for the study of nanoscale structures from en-
sembles of nanoparticles using x-ray and neutron-diffraction
data.11,12,25–28 These tools can also be applied and extended
for studying UEC data if the quantitative reliability of the
data in the kinematical limit can be established.

In this paper, we show that it is possible to obtain UEC
data of sufficient quality for quantitative structure modeling.
We investigate the robustness of structural solutions with re-
spect to uncontrolled aspects of the data reduction such as
the use of empirical methods for removing incoherent back-
grounds and determining an effective electron form factor
that considers the absorption by the substrate. Additionally,
we show the relationship between the correlation functions
traditionally used in gas-phase electron diffraction, and those
used in the study of nanostructure with x rays and neutrons,
bringing together these two fields of study. These results
place the UEC method on a more sound footing with respect
to the study of ensembles of nanoparticles, opening the door

PHYSICAL REVIEW B 81, 134104 �2010�

1098-0121/2010/81�13�/134104�8� ©2010 The American Physical Society134104-1

http://dx.doi.org/10.1103/PhysRevB.81.134104


to reliable quantitative structure solution of transient states,
and therefore physically meaningful molecular movies of
these materials.

II. UEC WITH NANOPARTICLES

The photochemical processes of bond breaking and form-
ing can be resolved using femtosecond laser techniques in a
pump-probe configuration in which the first laser pulse
�pump� is used as a trigger to initiate the chemical reactions
and the ensuing probe-laser pulse serves to monitor the
changes via spectroscopic responses.3 By replacing the
probe-laser pulse with a laser-triggered ultrashort electron
pulse, the transient structural dynamics can be directly
probed. This ultrafast electron diffraction �UED� �Ref. 29�
method was shown to be especially advantageous in the stud-
ies of optically dark processes, such as nonequilibrium struc-
tural transformation30 and radiationless relaxation channels
for the photoexcited state.31

The UEC development extends UED to the condensed
phase, and has been applied to study the collected excitations
involving photons, electrons, and phonons from the interfa-
cial water bilayers to superconductors.32–34 Whereas the pe-
riodic orders from the crystalline samples offer higher signal-
to-noise ratio �SNR�, and potentially, higher spatiotemporal
resolutions, the complexity of the anisotropic scattering in
the dynamical scattering regime poses significant challenges
in quantitatively assessing all the possible details of the rel-
evant atomic dynamics that the higher SNR can now pro-
vide.

Recently, UEC has been applied to investigate nanopar-
ticles that are highly dispersed on a surface to produce pow-
derlike patterns for size scale down to 20 Å.2 To suppress
the background signals from the supporting substrate, soft
anchoring of the nanoparticles using self-assembled molecu-
lar layer on silicon surface is employed. The implementation
of this specific UEC for studying nanoparticles �as shown in
Fig. 1� affords a low coverage to ensure the scattering from
isolated particles can be recorded unobstructively, and pro-
vides the needed chemical and physical isolation of nanopar-
ticles under repetitive time-resolved studies.35

Even though a relatively clean coherent diffraction pattern
for nanoparticles can be obtained this way by rendering the
scattering from the substrate largely diffusive, it is still un-
clear how the residual effects caused by the uncontrolled
diffusive background and the surface absorption affect the
quantitative retrieval of structural functions. The empirically
derived structural functions from UEC �Ref. 35� will be re-
fined using standard x-ray PDF analysis to examine the self-
consistency and robustness of UEC data for quantitative
structural analysis.

III. CORRELATION FUNCTIONS

In this section, we discuss the relationship between the
modified radial distribution function �mRDF� obtained from
UEC experiments with the PDF obtained from x-ray and
neutron measurements. Historically, the mRDF has been ap-
plied in gas-phase electron diffraction to study atom-pair cor-

relations in small molecules containing a few to tens of at-
oms. In UEC, the mRDF is used to study the change in
atomic arrangements in excited-state bulk structures and
nanostructures.2,36

The mRDF, R�r�, is defined as the truncated Fourier trans-
form of the molecular scattering intensity,37

R�r� = �
0

smax

sM�s�sin�sr�ds , �1�

where s is the magnitude of the scattering momentum trans-
fer and smax is the maximum determined value of s. The
molecular scattering intensity, M�s�, contains the structural
information extracted from the scattered electron intensity.
The mRDF and sM�s� contain the same structural informa-
tion, and it is the sM�s� curve that is typically used in struc-
tural modeling.16,38

The PDF, G�r�, is used in x-ray and neutron investigations
of liquids, and amorphous and nanostructured materials.7

The PDF is the truncated Fourier transform of the reduced
total scattering structure function, F�Q�,39

G�r� =
2

�
�

Qmin

Qmax

F�Q�sin�Qr�dQ , �2�

where Q is the magnitude of the scattering momentum
transfer40 and Qmin and Qmax are the measured Q extrema.
For elastic scattering, Q= �4� /��sin���, where � is the wave-
length of the probe and 2� is the scattering angle. Note, the
scattering angle in the gas-phase electron diffraction litera-
ture is generally denoted �, rather than 2�. Notation aside, Q
and s are equivalent,

Q � s . �3�

In deference to the respective literatures, and to help differ-
entiate between the two sets of functions, we will use s when
referring to UEC and Q in reference to x-ray and neutron
diffraction.

FIG. 1. �Color online� UEC for nanoparticles experimental
setup, implementing the laser-pump-electron-probe configuration.
The electron pulse is delayed relative to the “pumping” laser pulse
in a time sequence ��t� to examine the structural dynamics. The
incident angle of the electron beam is kept low, typically 1° –2°, to
achieve high sensitivity to the nanoparticles, which are dispersed on
a self-assembled molecular monolayer atop a supporting silicon
substrate, to produce powderlike diffraction patterns.
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As we will show in the next section, F�Q� and sM�s� are
effectively the same, where the only differences come about
due to experimental effects and uncertainties in the data-
reduction process. These being equal, the important differ-
ence between the mRDF and PDF is the lower integration
limit in their respective definitions.39

There is always a finite lower bound on the measured
scattering momentum �s or Q� due to experiment geometry
and physical limitations of measurement equipment. It is the
practice in gas-phase electron diffraction and UEC to com-
pensate for this missing scattering intensity by using a pre-
sumed structural model.2,37 In gas-phase electron diffraction,
the missing intensity below smin is extrapolated to s=0 using
the model, and in UEC the same effect is achieved by adding
a baseline to the transformed real-space signal. This works
well when the system under study is made up of individual
small molecules in a dilute gas phase. However, it becomes
highly problematic in condensed systems. In this case, the
convention in x-ray and neutron diffraction is to ignore any
scattering in the low-Q limit.

When the Fourier transform includes the intensity extend-
ing to s=Q=0, one obtains the mRDF, which is always posi-
tive �apart from termination effects due to a finite smax�.
However, if the small-angle scattering is excluded, one ob-
tains the PDF, which is a function that oscillates around zero,
sitting on top of a negative baseline.39 In either case, with the
same minimum and maximum momentum transfer, the same
structural information can be obtained from the mRDF or the
PDF. We use the PDF in this study in order to avoid the extra
step of compensating for the missing scattering information.

IV. DATA REDUCTION IN DETAIL

In this section, we will describe how sM�s� is obtained in
practice in order to examine the systematic errors that may
affect the extraction of structural information from the data.
We will first discuss how the total scattering structure func-
tion is typically obtained in x-ray and neutron diffraction.
This process has an established theoretical foundation,7 and
will serve as a basis of comparison with the UEC data-
reduction procedure.

A. X-ray and neutron-diffraction data reduction

The reduced total scattering structure function, F�Q�, is
defined in terms of the total scattering structure function,
S�Q�, as F�Q�=Q�S�Q�−1�. The structure function contains
the discrete coherent singly scattered information available
in the raw diffraction intensity data. It is defined according
to39

S�Q� =
Ic�Q�
N�f�2 −

��f − �f��2�
�f�2 , �4�

which gives

S�Q� − 1 =
Ic�Q� − N�f2�

N�f�2 =
Id�Q�
N�f�2 , �5�

where f is the Q-dependent x-ray scattering factor or
Q-independent neutron-scattering length as appropriate and

�¯ � represents an average over all atoms in the sample. In
this equation, Ic�Q� is the coherent single-scattered intensity
per atom and Id�Q� is the discrete coherent scattering inten-
sity, which excludes the self-scattering, N�f2�.39 The coherent
scattering intensity is obtained from the measured intensity
by removing parasitic scattering �e.g., from sample environ-
ments�, incoherent and multiple-scattering contributions, and
correcting for experimental effects such as absorption, detec-
tor efficiencies, detector dead time, and so on.7 The resulting
corrected measured intensity is normalized by the incident
flux to obtain Ic�Q�. The self-scattering, N�f2�, and normal-
ization, N�f�2, terms are calculated from the known compo-
sition of the sample using tabulated values of f .

As evident in Eq. �4�, to obtain S�Q�−1 from Ic�Q�, we
subtract the self-scattering, N�f2�, which has no atom-pair
correlation information, and divide by N�f�2. As a result,
S�Q�−1 oscillates around zero, and asymptotically ap-
proaches it at high Q as the coherence of the scattering is
lost. If the experimental effects are removed correctly, the
resulting F�Q� and G�r� are directly related to, and can be
calculated from, structural models.39 The corrections are well
controlled in most cases and refinements of structural models
result in reduced �2 values that approach unity in the best
cases. Some uncertainty in the corrections can be tolerated
because they are mostly long wavelength in nature �for ex-
ample, the absorption correction�, which results in aberra-
tions in G�r� at very low r below any physically meaningful
region of the PDF.41

B. UEC data reduction

In practice, M�s� is obtained from the raw experimental
intensity, I�s�, by an empirical approach.35 This approach is
necessary because the reflection geometry employed to ef-
fectively sample the surface-dispersed nanoparticles results
in a shadowing effect, i.e., the diffraction intensities col-
lected at small exit angles are strongly attenuated due to
surface absorption. In practice, due to the random nature of
the surface roughness, the attenuation factor is not known
precisely. It is not immediately clear that the empirical
method results in quantitatively reliable mRDFs, as demon-
strated in a more simple transmission geometry in which the
tabulated atomic scattering form factor can be used directly
to yield quantitative structural information about molecular
and condensed systems.19,29

The UEC data-reduction procedure is demonstrated in
Fig. 2. First, an empirical background is estimated by fitting
a slowly varying function, such as a low-order polynomial,
through the center or base of the raw intensity. This back-
ground is subtracted from the raw intensity. The background-
subtracted data are then divided by the same background
function. We denote this estimated background as Ib�s� and
can write the resulting intermediate intensity, M��s�, as

M��s� =
I�s� − Ib�s�

Ib�s�
. �6�

The next step in processing the data is to adjust for any
offset in the initial background. This secondary background,
Mb��s�, captures the slowly varying components of M��s�,
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and as a result the remaining signal oscillates around zero.
The result is the molecular scattering intensity,

M�s� = M��s� − Mb��s� . �7�

C. Practical relationship between the molecular scattering and
the total scattering structure function

In order to understand how M�s� relates to S�Q�, we
consider an ideal case; scattering from a monatomic system
with no undesirable experimental effects influencing the
data. If measured without an offset, Ib captures only the
slowly varying self-scattering from the �normalized coher-
ent� scattering intensity. This self-scattering is equal to N�f�2

for a monatomic system. Thus, M��s�= �Ic�s�−N�f2�� /N�f�2

= Id�s� /N�f�2=S�s�−1. Since this background is measured
perfectly, Mb�=0, and so M�s�=M��s�=S�s�−1.

In reality, the data are not ideal; Ib must correct for ex-
perimental effects, and Mb� must somehow compensate for
the accuracy of Ib. More formally, we write the raw intensity
as the coherent intensity modified by multiplicative term that
captures multiplicative experimental effects �e.g., absorption
correction� and an additive term representing the incoherent
background and additive experimental effects �e.g., substrate
scattering, inelastic scattering�,

I�s� = ��s�Ic�s� + ��s� . �8�

The background intensity, Ib�s�, estimates the modified
self-scattering ��s�N�f2�, the incoherent-scattering back-
ground, and the undesirable additive effects, ��s�. The goal
in subtracting Ib�s� is to remove the self-scattering and addi-
tive effects from the intensity. This background is typically
estimated using a low-order polynomial, which can approxi-
mate the experimentally modified N�f2� with relative
accuracy.42 The estimate is subject to error, however, which
may be due to components of ��s� that are poorly estimated
or due to an intentional offset of the estimated background
curve. We denote this error by −	�s�. Thus, the first stage of
the UEC data reduction results in

M��s� =
	��s�Ic�s� + ��s� − ���s�N�f2� + ��s� − 	�s��


��s�N�f2� + ��s� − 	�s�

=
��s��Ic�s� − N�f2��

��s�N�f2� + ��s� − 	�s�
+

	�s�
��s�N�f2� + ��s� − 	�s�

=
��s��Ic�s� − N�f2��

��s�N�f2� + ��s� − 	�s�
+ 
�s� . �9�

Note that 
�s� and the denominator in Eq. �9� are slowly
varying functions of s.

The next step is to eliminate the effects of 
�s�, which
result from the offset in the estimate of Ib�s�. Since 
�s� is
slowly varying it can be fit with a low-order polynomial.
With 
�s� eliminated, the result will oscillate around zero.
There will be some error in this estimate as well, which we
denote −��s�. Thus,

Mb��s� = 
�s� − ��s� . �10�

Using this expression for Mb��s� gives

M�s� =
��s��Ic�s� − N�f2��

��s�N�f2� + ��s� − 	�s�
+ ��s� . �11�

This is very near to the form of Eq. �5�. To get this in the
desired form, we write Ic�s�−N�f2�= �S�s�−1�N�f�2 �see Eq.
�5�� so that

M�s� = ��s��S�s� − 1� + ��s� , �12�

where

��s� =
��s�N�f�2

��s�N�f2� + ��s� − 	�s�
, �13�

and we note that ��s� is also slowly varying. Now, under-
standing the effective difference between M�s� and S�s�−1
reduces to understanding the effects ��s� and ��s� have on
the measured correlation function.

First we consider ��s�. By construction, ��s� is small and
contains only slowly varying components. As mentioned
above, this means that ��s� contributes only to the low-r
region of the correlation function, below the physically in-
teresting region.41 If the experimental effects are not slowly
varying, then the Fourier transform of ��s� will leak into the
structurally relevant portion of the correlation function. The
effect is unpredictable but should be small.

The multiplicative term, ��s�, is likely to have a more
significant effect on the correlation function. In the best case,
��s� is constant and it scales the peaks of the correlation
function uniformly, which does not obscure the structural
information. The relevant aspect of ��s� that is controlled by
the data reduction is how quickly it oscillates. This is con-
trolled by how well the modified self-scattering is fit by the
intensity background �manifest in ��s� and 	�s��. Depending
on how well these factors are estimated, ��s� may distort the
peak profile of the correlation function. At worst, this could
result in a measurable peak shift, which would complicate
the extraction of reliable structure parameters.

FIG. 2. The UEC data-reduction procedure showing the reduc-
tion of I�s� to M�s�.
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V. METHODS

We use electron-diffraction data from size-selected gold
nanoparticles with a diameter of approximately 20 Å col-
lected using the UEC experimental setup described in Sec. II
with a beam energy of 30 keV. Details on the sample prepa-
ration and data collection can be found elsewhere,2 wherein
the data were the subject of a dynamical study. Here we
focus on data from an unilluminated sample and we use
these data to validate the data-reduction and refinement
methods described herein.

To gain quantitative information about the morphol-
ogy of gold nanoparticles, we modeled PDFs from
experimental UEC data using three structure models: a
309-atom cuboctahedron �diameter 22.3 Å�, a 309-atom
Mackay icosahedron43 �diameter 23.1 Å�, and a 181-atom
decahedron44 �diameter 23.8 Å�. These gold cluster types
have been shown to exist at a similar size45 and have been
the subject of a previous UEC study.2 We also fit these nano-
particle models with one fewer and one additional shell. The
results in those fits were considerably worse than for these
nanoparticle sizes and will not be reported.

The structure models are shown in Fig. 3 along with the
theoretical PDF from each model.46 As can be seen in that
figure, the models give PDFs that are very different past
5 Å, which reflects their topographical differences. All
nanoparticles were modeled with rigid atomic arrangements
and uniform isotropic atomic displacement parameters
�ADPs�.

In all refinements, the nanoparticle models were allowed
to expand or contract isotropically keeping the number and
relative positions of atoms in each model fixed. The samples
are nominally monodisperse, so to avoid complicating the
analysis we have not attempted to model size distributions.
Furthermore, we have not considered strain effects besides a
simple isotropic expansion of the models.

We calculate F�Q� from a structure model using the De-
bye equation,14,47 modified such that the pair contributions
are attenuated by a Debye-Waller factor, and this is trans-
formed to G�r� according to Eq. �2�. The Debye-Waller fac-
tor is derived from the ADPs and a refinable vibrational cor-
relation term.48,49 A scale factor was refined to account for
the undetermined scale of the raw intensity. Resolution
factors50 that broaden and dampen the PDF peaks were also
refined to simulate the effects of the finite s resolution of the
measurement. The refinements were performed using a
home-written least-squares regression algorithm based on the
PDFFIT2 program.14

We distinguish the fits by their agreement with the data.
This is quantified with the weighted residual of the PDF,
defined as

Rw =��i�ri��G�ri� − Gm�ri��2

�i�ri�G�ri�2 , �14�

where G denotes the experimental PDF and Gm is the PDF
calculated from a structure model. For this study, the weights
�ri� are equal for every point and therefore cancel in Rw.
The Rw factor was calculated over the physical portion of the
fit range, which we estimate to be between 2.2 and 20 Å.

To test the robustness of the data-reduction and refine-
ment procedure, we have also performed refinements on the
PDF produced from four different data-reduction protocols
and compared the results. These protocols differ in how the
intensity background, Ib�s�, is determined. The different pro-
tocols produce different s-dependent scaling factors, ��s�,
and ultimately different PDFs. For two reduction procedures,
Ib�s� is determined by fitting along the bottom of I�s� using
fourth- and fifth-degree polynomials �denoted poly4b and
poly5b, respectively�, the latter of which is the standard
procedure.1 The other two procedures fit Ib�s� through the
center of I�s� using a seventh-degree polynomial �denoted
poly7c� and an exponential function of the form
�s−s0 exp�−s0.75� �denoted expn� that is empirically found to
well describe the shadowing effect and decay of the scatter-
ing signal.

VI. RESULTS

A. Quantitative structure modeling

To determine whether the UEC data are of sufficient qual-
ity to differentiate, quantitatively, between structural models,
we fit cuboctahedral, decahedral, and icosahedral nanopar-
ticle models to UEC PDF data produced using the standard
procedure �poly5b� as described in Sec. V.

Among the models used in these refinements, the cuboc-
tahedral model stands out as the best, resulting in a Rw value
of 0.23, compared to 0.30 for the decahedral model and 0.41
for the icosahedral model. These fits are shown in Fig. 4.
None of the structure models reproduce the third and fourth
peaks of the PDF well. It is possible that this misfit is due to
errors introduced during the data reduction. We explore this
possibility below. The structural results from the cuboctahe-
dral model are shown in Table I.

FIG. 3. �Color online� PDFs from likely models for 20 Å
gold nanoparticles. Top: cuboctahedral, decahedral, and icosahedral
models. Bottom: PDFs calculated from the cuboctahedral �top�,
decahedral �middle�, and icosahedral �bottom� models.
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B. Robustness

Given the empirical nature of the methods for producing
the PDF from the diffraction intensity, it is worthwhile to
investigate the robustness of refinement results based on the
different procedures. This will give insight into the influence
of the data-reduction procedure on the PDF, and will give us
a quantitative measure of the systematic bias that may be
introduced during data reduction. We have performed refine-
ments of the cuboctahedral model described above to the
PDF produced from the four different data-reduction proce-
dures described in Sec. V and demonstrated in Fig. 5.

As can be seen in Fig. 5, the data-reduction procedures all
produce sM�s� and PDF curves similar to each other. The
major features of these curves �indicated by the dashed lines
in the figure� are preserved using each procedure. The largest
differences among the PDFs appear in the peak widths and
amplitude ratios. Peak asymmetry is hard to detect given that
the PDF sits on a negative baseline, and the peaks are there-
fore not Gaussian. The bottom panel of Fig. 5 shows the
difference between the PDF from the poly5b background �the
standard procedure� and the other PDFs, scaled so that the
heights of the first peaks are identical. The prepeak signal is
rather different in each signal, indicative of the additive er-
rors, ��s�, in sM�s� resulting from the data-reduction proce-
dures.

Fits to the data were performed using the cuboctahedral
model as described in Sec. V. The cuboctahedral model fits

can be seen in Fig. 6 and are summarized in Table I. In the
table, a is the effective fcc lattice constant derived from the
interior nearest-neighbor distance. As seen from the figure
and table, all fits are of variable quality, with a markedly
improved Rw value for the exponential and seventh-degree
polynomial backgrounds. It can be seen that these fits repro-
duce the fourth peak significantly better than the other fits.

From Table I, we see that the measured peak width pa-
rameter �Uiso� is not robust with respect to the data-reduction

TABLE I. Refinement parameters from cuboctahedral fits. Here,
a is the effective lattice parameter derived from nearest-neighbor
distances and Uiso is the isotropic ADP �see text�. No standard de-
viations are shown on the refined parameters as we do not know
uncertainties reliably on the raw intensities.

Rw

a
�Å�

Uiso

�Å2�

poly4b 0.27 4.117 0.0250

poly5b 0.21 4.115 0.0264

poly7c 0.20 4.116 0.0167

expn 0.20 4.116 0.0185

FIG. 4. �Color online� Fits to the standard data. poly5b data
�blue dots�, fit �red line�, and difference �green line, offset�. �Top�
Cuboctahedral model. �Middle� Decahedral model. �Bottom� Icosa-
hedral model. Note the comparative quality of the cuboctahedral fit
above 5 Å and generally poor fit to the third and fourth peaks.

FIG. 5. �Color online� Similarity between structure functions
from various data-reduction procedures. Blue line: poly4b. Red line:
poly5b. Green line: poly7c. Brown line: expn. See text. Note the
similarity of the major profile features, as indicated by the dashed
lines. �a� Ib�s� for each protocol through the raw intensity �black
circles�. �b� sM�s� for different reductions. �c� PDFs from the dif-
ferent reductions. �d� PDF differences taken from the poly5b PDF.
All PDFs are scaled to have the same first-peak amplitude. The
structural region is r�2.2 Å.

FIG. 6. �Color online� Fits using the cuboctahedral model to
PDFs produced with different data-reduction protocols. �See Fig. 5
for color key.� PDF fits �solid lines�, data �gray circles�, and differ-
ence between data and fit �solid lines, offset below�.
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procedure. This indicates that at least some of the data suffer
from peak profile distortions due to the data-reduction pro-
tocol. Considering the ideal data-reduction scenario dis-
cussed in Sec. IV C, where the ideal intensity background
perfectly matches the modified self-scattering through the
center of the raw intensity, we believe that protocols poly7c
and expn, which estimate the background through the center
of the raw intensity, introduce less error into the correlation
function. This conclusion is supported by the superior low-r
fit agreement to these data and the smaller fit residuals �Rw�.

The effective lattice constant �a� from Table I is robust
with respect to the data-reduction procedure. This shows that
the errors in the correlation function introduced by the data-
reduction procedures are not severe enough to result in a
measurable peak shift. Thus, the geometric structure infor-
mation is readily accessible from the UEC data despite the
uncontrolled aspects of the data-reduction protocol.

We note that the estimated lattice parameter is smaller
than that for bulk gold. This is not a physical effect, or a
result of the data-reduction protocol but rather due to a lack
of instrument calibration. Driven primarily by the interests of
differential structural changes, UEC frequently treats the data
using the known structure as the reference. In the case where
the ground-state structure is not known, only relative
changes can be obtained. Given the very small uncertainty of
the refined lattice parameters shown here, these ground-state
data could be used to calibrate the UEC setup by comparing
to data from the same particles measured with x rays in a
conventional PDF measurement, thus making the absolute
structural solution from UEC possible.

VII. CONCLUSIONS

We have shown the equivalence of the mRDF commonly
used in UEC and the PDF typically employed in x-ray and
neutron powder diffraction. This has allowed us to use
powder-diffraction modeling techniques to refine cuboctahe-
dral, icosahedral, and decahedral models to the PDF derived

from UEC data obtained from samples in the ground state.
We have found that the cuboctahedral model agrees best with
the data. This demonstrates that UEC data can be of suffi-
cient quality to differentiate between different nanoparticle
structure models.

We have tested the cuboctahedral model with multiple
PDFs produced using different data-reduction protocols that
differ in how the intensity background is removed and the
data normalized. Given the large differences in the back-
ground curves fit through the raw intensity data, we are able
to determine the effective lattice parameter of the cuboctahe-
dral model with remarkable certainty. We cannot determine
with certainty the thermal displacement parameter within the
model because this parameter is strongly influenced by the
form of the intensity background.

The figure of merit of our best fits �cuboctahedral poly7c
and expn, Rw=0.20� is comparable to results from high-
quality nanoparticle x-ray PDF studies.27,51 The cuboctahe-
dral model affords little flexibility to compensate for system-
atic errors so the results indicate that these errors are not
significantly worse than what one would expect from syn-
chrotron x-ray data. We conclude that, with careful data re-
duction and a standard system for calibration, UEC is appli-
cable as a quantitative ground-state nanostructure probe.

This work establishes the quantitative reliability of struc-
tures determined from UEC data for very small nanoparticles
in the ground state. More work is needed to extend these
results to larger nanoparticles, where multiple scattering will
have a larger effect, and to photoexcited states. The results
detailed here will serve as a guide to improving experimen-
tal, data-reduction, and data-analysis techniques for deter-
mining quantitative excited-state nanoparticle structures
from UEC data.
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