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A dynamic-charge, many-body potential function is proposed for the hafnium/hafnium oxide system. It is
based on an extended Tersoff potential for semiconductors and the charge-optimized many-body potential for
silicon oxide. The materials fidelity of the proposed formalism is demonstrated for both hafnium metal and
various hafnia polymorphs. In particular, the correct orders of the experimentally observed polymorphs of both
the metal and the oxide are obtained. Satisfactory agreement is found for the structural and mechanical
properties, defect energetics, and phase stability as compared to first-principles calculations and/or experimen-
tal values. The potential can be used in conjunction with the previously determined potentials for the Si and
SiO2 system. This transferability is demonstrated by comparing the structure of a hafnia/silicon interface to that
previously determined from electronic-structure calculations.
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I. INTRODUCTION

The continuous downsizing in the feature dimensions of
microelectronic devices and ultralarge integrated circuits
�ULSIs� dimensions has necessitated ever thinner dielectric
oxide layers. Silicon dioxide �SiO2, silica� had been used as
the gate oxide for decades. However it had to become so thin
��1 nm� that the generation of leakage current had become
a serious problem. To overcome this limitation, oxide mate-
rials with higher dielectric constants are replacing silica. Of
all the oxide materials explored to date, hafnium dioxide
�HfO2, hafnia� is considered to be one of the most important
because of its relatively high dielectric constants �typically
20–25 depending on the polymorphs�,1,2 and high thermal
stability when in contact with silicon �both semiconductor
and poly-Si gate electrode�.3 Moreover, it has been reported
both experimentally and computationally that the incorpora-
tion of nitrogen4,5 and fluorine6,7 into hafnia films used in
current devices further reduces the leakage current by passi-
vating the oxygen vacancies.8 However challenges still re-
main. In particular, the formation of a low dielectric-constant
hafnium silicate interfacial layer9 and the presence of oxygen
defects at both the hafnia/silicon interface and in the hafnia
film that trap electrons lead to a decrease in channel mobility
and an instability in the threshold voltage.10,11

Hafnia crystallizes into three crystalline polymorphs at
ambient pressure: a monoclinic �P21 /c� phase, a tetragonal

�P42nmc� phase, and a cubic fluorite �Fm3̄m� phase. The
monoclinic-to-tetragonal transition takes place at 2000 K
while the tetragonal-to-cubic transition occurs at 2900 K.
The melting point of the cubic phase is at 3085 K.12 There
are also two high-pressure phases: the orthorhombic I phase
�Pbca, Brookite-type structure� above 10 GPa and the ortho-
rhombic II phase �Pnma, PbCl2-type, or cotunnite structure�
above 30 GPa.13 Monoclinic hafnia has a band gap of 5.68
eV.14

Computational studies on hafnia and on the critical
HfO2 /Si interfaces rely heavily on ab initio
quantum-mechanical15 and density-functional theory �DFT�
methods.16,17 Although electronic-structure methods provide
the highest accuracy currently available, they are computer-

time intensive and limited to systems sizes of typically a few
hundred atoms. Because of these size limitations and the
difficulty in simulation at nonzero temperatures, electronic-
structure methods are not well suited to the investigation of
certain phenomena that are of interest, such as the evolution
of device-size HfO2 /Si interfaces, the growth of hafnia films
on Si surfaces with pulsed laser deposition �PLD�, ion diffu-
sion, and thermal transport. The strengths and weaknesses of
classical molecular-dynamics �MD� simulations are comple-
mentary to those of first-principles calculations: the empiri-
cal interatomic potentials do not promise the level of mate-
rials fidelity of electronic-structure methods; however, they
can simulate large systems and capture nonzero temperature
and dynamical processes in a natural way. Currently, no pub-
lished empirical potential predicts monoclinic hafnia to be
the most stable phase or correctly describes the properties of
hafnia polymorphs. A charge-optimized many-body �COMB�
potential, which allows dynamic charge equilibration, has
previously been developed for Si /SiO2 systems.18 It has re-
cently been improved and extended to include amorphous
silica19 and well describes the properties and phase order
among silicon and silica polymorphs. In this paper, therefore,
we develop a COMB potential that, by design, gives the
correct phase order and reasonably well reproduces key
properties of both elemental hafnium and hafnia polymorphs.
Moreover, the potential is compatible with the previously
developed potentials for the Si /SiO2 system and amorphous
silica,19 allowing the simulation of HfO2 /Si interfaces.

The rest of the paper is organized as follows. In Sec. II we
introduce the general COMB potential formalism for
Hf /HfO2 and compare the predicted properties of hafnium
metal and hafnia polymorphs to experimental values. In Sec.
III we evaluate the point-defect energetics for this the poten-
tial while in Sec. IV we apply the potential to study the
interfacial structure, work of adhesion, and charge transfer of
an HfO2 /Si interface. Section V contains a discussion and
our conclusions.

II. COMB POTENTIAL FOR THE HAFNIUM/HAFNIUM
OXIDE SYSTEM

The COMB potential for Hf /HfO2 is built on the physical
and mathematical framework developed for the Si /SiO2 sys-
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tem, described more fully elsewhere.19,20 Briefly, the COMB
potential formalism is based on the empirical Tersoff poten-
tial for silicon.21,22 The Tersoff potential describes many-
body interactions, allows the breaking of existing bonds and
the formation of new bonds, and has been successfully ap-
plied to study various properties of silicon and diamond.
Building on the Tersoff potential, Yasukawa23 extended the
bond-order method to the Si /SiO2 system by adding an elec-
trostatic term and self-consistent charge equilibration in the
spirit of the Rappe and Goddard approach,24 which was also
applied to Al /Al2O3 by Streitz and Mintmire25 and most re-
cently by Devine et al.20 to Cu /Cu2O. Iwasaki et al.26,27

applied the same Yasukawa approach to the Si /HfO2,
Ge /HfO2, and Si /ZrO2 systems, while Yu et al.18 modified
the Yasukawa potential function by adding bond-bending
terms for Si-O-Si and O-Si-O, yielding the COMB frame-
work for the modified form for Si /SiO2 and amorphous
silica.19 COMB was able to capture the correct phase stabil-
ity of the SiO2 polymorphs.

Although these extended-Tersoff potentials have their
strengths, including the ability to model multicomponent het-
erogeneous systems and transferability among different spe-
cies, they are limited because of the use of a damped point-
charge model and because of the unrealistically short cutoff
for the electrostatic term in the potential. To rectify these
deficiencies, Devine et al.20 modified the extended Tersoff
potential for the Cu /Cu2O systems �COMB potential for
Cu /Cu2O� by replacing the point-charge model and the cut-
off function with Coulomb integrals over Slater 1s orbital28

and by treating the electrostatic interactions using the real-
space direct summation of modules.29 In this paper these
improvements to the COMB formalism are incorporated into
the formalism for the Hf /HfO2 systems.

A. General formalism

The COMB potential for Hf /HfO2 system has the same
general form as that for the Si /SiO2 systems19 and Cu /Cu2O
systems.20 The reader is referred to Appendix and Refs. 19
and 20 for full details of the general functional formalism.
Here, only terms specific to the Hf /HfO2 system are dis-
cussed.

The bond-bending term Ei
BB used here is different from

the COMB potential for Cu /Cu2O, which uses a third-order
Legendre polynomial30 defined as

ECu-Cu-Cu
BB = �

i
�
j�i

�
k�i,j

fSij
fSik

�KLP
3 P3�cos �Cu-Cu-Cu�� , �1�

where P3 is the third-order Legendre polynomial function of
the Cu-Cu-Cu bond angle and KLP

3 is the coefficient fitted to
the difference in cohesive energies of Cu in hexagonal-close-
packed �hcp� and face-centered-cubic �fcc� phases. This
function penalizes the 109.47° angle of the hcp phase in
order to make the fcc phase more stable. When applying this
function to Hf, however, the leading coefficient KLP

3 must be
negative since hcp is the more stable phase. Also, the abso-
lute value of the fcc-hcp energy difference for Hf is approxi-
mately an order of magnitude greater than that of Cu; thus
KLP

3 must be a larger negative number. Although this function

with a negative leading coefficient does successfully stabilize
the 109.47° bond angle of the hcp phase, it also penalizes the
146° angle that is specific to the hcp phase. This penalty is
significant because of the large KLP

3 value and results in an
unstable hcp phase above 200 K.

To overcome this problem while still retaining a more
stable hcp phase, this work instead employs a sixth-order
Legendre polynomial as the bond-bending term Ei

BB applied
only to Hf-Hf-Hf bonds. The function is defined as

EHf-Hf-Hf
BB = �

i
�
j�i

�
k�i,j

fSij
fSik

�KLP
6 P6�cos �Hf-Hf-Hf�� , �2�

where P6 is the sixth-order Legendre polynomial function of
the Hf-Hf-Hf bond angle and KLP

6 is the coefficient fitted to
the difference in cohesive energies of Hf in hcp and fcc
phases. This function stabilizes the 146° Hf-Hf-Hf bond
angle of the hcp phase, without significantly penalizing the
109.47° angle. With this polynomial function, the hcp phase
of Hf is stable and the hcp-fcc energy difference is well
described.

When applying the COMB potential to model pure Hf
metal, the charge-dependent terms do not contribute to the
energy; as a result the potential formalism is significantly
simplified. This reduced form of the potential has been pre-
viously been applied to fcc Cu by Yu et al.,31 and full details
can be found in Ref. 31.

The challenge for the hafnia system is the variety of Hf-
O-Hf and O-Hf-O bond angles that are displayed by the vari-
ous hafnia phases. For this reason, attempts to stabilize the
monoclinic phase with bond-bending terms applied to Hf-
O-Hf and O-Hf-O at first proved unsuccessful. Therefore, we
introduce an overcoordination correction term to destabilize
the phases with higher �8 and greater� coordination number
on the Hf atom. This term was inspired by the analogous
term in the ReaxFF potential for hydrocarbons32 and takes
the form for the Hf-O system,

Eover = fcE0�N�� 1

1 + exp���N�� , �3�

�N = � fc�rHf-O,RS,SS� . �4�

Here E0 and � are fitted parameters that control the strength
of the overcoordination correction, and �N is the overcoor-
dination number with respect to 7 �the coordination number
of Hf atom in the ground-state monoclinic phase�. The cal-
culation of �N incorporates the short-range cutoff fc, defined
here in Eq. �A24�, where RS and SS are the inner and outer
covalent cutoffs, respectively, and are defined in Table I. This
correction term is only applied when �N is greater than 0.25.

Upon annealing, however, the tetragonal phase trans-
formed into the cubic phase, whereas the transition identified
by the c /a ratio being close to 1.0 and very similar Hf-O

bond lengths �close to 2.19 Ǻ� around any particular Hf

atom �instead of four shorter bonds at 2.08 Ǻ and four

longer ones at 2.39 Ǻ as in the tetragonal phase�. Therefore,
we introduce an additional repulsion term that takes the
form,
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Er = fc1
fc2

R��50x4 − 30x2 + 4.5�/8, �5�

where

x = �r1 − rHf-O�/�r1 − r2� . �6�

The leading coefficient R� is 0.14 eV, r1 and r2 are 2.2285 Ǻ

and 1.8935 Ǻ, respectively, and rHf-O is the Hf-O bond
length. These additional terms, Eover and Er, are added into
the repulsive energy term, Eq. �A3�.

B. Fitting procedure

We have developed an algorithm that fits structural and
energetic information for multiple phases. It determines the
potential parameter set using a least-squares method to mini-
mize a penalty function, f�p�, for each trial parameter set, p.
The penalty function is determined for all included phases by
calculating the variation in lattice parameters, elastic con-
stants, and energy as a function of isometric strain with re-

spective to the target values �obtained from first-principles
calculations or experiments� with corresponding fitting
weights. We have included a total of eight phases in the
fitting procedure for the COMB potential for Hf /HfO2: the
ambient-pressure monoclinic, tetragonal, and cubic phases,
high-pressure orthorhombic I �OI� and orthorhombic II �OII�
phases, rutile �P42 /mnm� and �-PbO2 �Pbcn� phases, and
the pure Hf hexagonal metal phase �P63 /mmc�. The Hf
metal in fcc phase was not included in the fit because the
fcc-hcp energy difference is solely dependent upon the Leg-
endre polynomial and can be incorporated after all the other
parameters have been fitted. The rutile and �-PbO2 type
phases do not appear in the phase diagram of hafnia, but
some empirical potentials for AX2 system have predicted
them to be low-energy states, or even the ground state. This
has been an endemic problem in developing potentials for
monoclinic zirconia, ZrO2.33–35 Hence, we include these two
phases in the fit to ensure that they are much higher in energy
than the experimentally observed phases.

Since the parameterization of the Iwasaki potential for
Si /HfO2 was determined by fitting the atomic forces ob-
tained with the potential to those obtained from first-
principles calculations on Ge /ZrO2 or Si /HfO2 interfacial
models, the potentials did not necessarily reproduce the
structural and mechanical properties of the hafnium metal
and hafnium oxide polymorphs, as discussed in more detail
below. However, the parameter set from the Iwasaki poten-
tial is still a valuable guideline and is used as the initial guess
in our fitting procedure. The final parameterization for the
Hf /HfO2 COMB potential is shown in Table I.

C. Properties of Hf metal predicted by the COMB potential

Table II compares the properties of hafnium metal pre-
dicted by the COMB potential with values from experiments,
first-principles calculations, and the Iwasaki potential. Since
Iwasaki did not publish these values in Refs. 26 and 27, we
implemented his potential in our in-house MD code and cal-
culated the properties with the published parameters.

It can be seen from Table II that the COMB potential not
only predicts the lattice constants of Hf better than the
Iwasaki potential but also yields almost exact agreement
with experimental values for the elastic constants and the
bulk and shear moduli. Most importantly, the COMB poten-
tial gives the correct order among different phases. In par-
ticular for metallic Hf, the energy difference between the hcp
and fcc phases is very close to that calculated from DFT
calculations. This is actually straightforward to achieve with
the COMB potential since fcc and hcp phases cannot be dis-
tinguished with first-nearest-neighbor potentials without ad-
ditional correction terms. Fitting the KLP

6 coefficient for the
Legendre polynomial of the COMB potential gives the right
hcp-to-fcc phase order with the exact energy difference. The
Iwasaki potential does not contain a correction term such as
that used here, and hence predicts zero-energy difference
between the fcc and hcp phases.

With an almost exact fit to the hcp-to-fcc energy differ-
ence, the COMB potential also predicts the unstable stacking
fault energy as 1.695 J /m2, which is very close to the value

TABLE I. Potential parameters for Hf and O for the COMB
potential for Hf /HfO2 developed in this work.

Hf O

A �eV� 707.5303 3326.699

B �eV� 55.94216 260.8931

� �Ǻ−1� 2.069563 5.36

� �Ǻ−1� 0.959614 2.68

� 0.046511 2.0

n 1.011011 1

m 1 1

c 0 6.6

d 1 1

h 0 −0.229

RS 3.40 2.6

SS 4.20 3.0

QL −4.0 −1.8349

QU 4.0 5.5046

DL 0.26152 0.00148

DU −0.25918 −0.00112

nB 10 10

CVDW 0 0

X 0 5.63441

J 3.13952 7.68960

K 0 4.51427

L 0.00941 1.33008

	 0.679131 2.243072


1 −3.928750 −3.922011


2 4.839580 0.971086

KLP
6 0.008

R� 0.14

E0 0.16

� 0.10
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of 1.662 J /m2 calculated from DFT. Also shown in Table II
are linear thermal expansion coefficients, 6.9�10−6 K−1 and
5.9�10−6 K−1, predicted from the COMB potential and
from experiments, respectively, and the defect-formation en-
ergies of Hf vacancy and interstitial. The COMB potential
predicts the right trend and an interstitial formation energy
very close to the DFT value; however, the COMB potential
predicts a vacancy formation energy in Hf metal that is larger
than that from DFT calculation by almost a factor of 2. This
is also the case for the surface energies, COMB predicts the
right trend for the surface energies but the values are ap-
proximately twice as large as the values from the DFT cal-
culations for some of the surfaces considered. These overes-
timations are consistent with the overestimation of the bulk
cohesive energy.

D. Properties of HfO2 phases and phase stability
from the COMB potential

Table III compares of the properties of the monoclinic,
tetragonal, and cubic hafnia phases predicted by the COMB
potential with experiment, DFT calculations, and the Iwasaki
potential. The properties from the Iwasaki potential were
again calculated with our implementation of the potential.
Using a damped force minimization �quench� method with
the Iwasaki potential, the monoclinic phase spontaneously
transforms to a phase that resembles the �-PbO2-type struc-
ture with a much lower cohesive energy than the monoclinic

phase. As a result, the properties for the monoclinic phase
predicted from the Iwasaki potential are left blank in Table
III. The Iwasaki potential predicts higher cohesive energies
for the monoclinic and tetragonal phases than for the
�-PbO2-type structure; thus these phases are metastable in
the Iwasaki potential. Not shown in the table are the relaxed
surface energies for the �111�, �001�, and �100� surfaces of
the monoclinic phase: 1.07 J /m2, 1.17 J /m2, and
2.02 J /m2, respectively, compared to 1.25, 1.45, and
1.79 J /m2 from a first-principles study.44

By construction, the COMB potential reproduces the
phase order and elastic properties of the hafnia phases rea-
sonably well. The monoclinic phase is the most stable struc-
ture with the COMB potential, which is in agreement with
both experiments and DFT calculations. This is demonstrated
in Fig. 1�a�, which illustrates the cohesive energies as a func-
tion of unit volume �E-V curves� for various hafnia phases
calculated from DFT with Perdew-Burke-Ernzerhof �DFT-
PBE� exchange-correlation functional,45 and Fig. 1�b�, which
shows the corresponding data for the COMB potential. As is
the case in the DFT calculations, the high-pressure OI phase
has a lower energy than the tetragonal phase, and the equi-
librium volume is substantially smaller than that of the
monoclinic and tetragonal phases. The transition barrier
should be high enough to prevent the undesired monoclinic-
to-OI phase transition.

Table IV quantifies this comparison, showing the cohesive
energies of monoclinic, tetragonal, cubic, OI, and OII hafnia

TABLE II. Properties of hafnium metal given by the COMB potential for Hf /HfO2 developed in this
work in comparison with experimental, DFT calculations, and the Iwasaki potential.

Properties Expt. COMB DFT �PBE� Iwasaki

a0
a �Ǻ� 3.1950 3.167 3.1935 3.1389

c0
a �Ǻ� 5.0542 5.147 5.0533 5.1276

Ec
a �eV/atom� −6.99 −6.98 −9.96 −6.59

C11
a �GPa� 190 195 201

C12
a �GPa� 75 75 69

C13
a �GPa� 66 65 63

C33
a �GPa� 204 209 220

C44
a �GPa� 60 53 58

C66
a �GPa� 58 61 66

B a �GPa� 110 112 114.59 112

G a �GPa� 61 60 65.1

E �fcc-hcp�a �eV/atom� 0.055 0.060 0.0

E �bcc-hcp� �eV/atom� 0.188 0.155 2.273

E �dia-hcp� �eV/atom� 3.98 2.07 3.768

Unstable stacking fault �J /m2� 1.695 1.662

��0001� �mJ /m2� 2250 1133 3006

��11̄00��mJ /m2� 2466 2003 4002

��21̄1̄0��mJ /m2� 2936 3044 3752

Vacancy �eV/defect� 4.62 2.55

Interstitial �eV/defect� 6.17 6.23

� �10−6 K−1� 5.9 6.9

aDenotes fitted properties.
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phases calculated from DFT-PBE and the COMB potential
relative to the monoclinic phase. The DFT calculations of
these known phases from this work are in excellent agree-
ment with the literature40 and the correct phase order of the
phases is captured by the COMB potential. Also given in the
table are the cohesive energies of the rutile and �-PbO2-type
phases; it can be seen that the �-PbO2-type HfO2 structure is
predicted by the DFT calculations to have the second lowest
energy even though it does not exist in nature. The reason for

the absence of �-PbO2-type phase in experiment may be at-
tributed to the fact that large negative pressure is required for
a monoclinic phase to transform to an �-PbO2 type, as indi-
cated by the larger equilibrium volume of the �-PbO2 system
illustrated in Fig. 1�a�. The fact that this phase is predicted to
be so low in energy could also be a shortcoming of the DFT-
PBE calculations. Although the order of the rutile and
�-PbO2-type HfO2 structures predicted from the COMB po-
tential is opposite to that from the DFT-PBE calculations, in

TABLE III. Fitted properties of monoclinic, tetragonal, and cubic hafnia phases given by the COMB
potential for Hf /HfO2 developed in this work in comparison with that from experiments, first-principles
calculations, a Buckingham-type potential, and the Iwasaki potential.

Monoclinic HfO2

Properties Expt. COMB DFT Iwasakia

a0 �Ǻ� 5.12b 5.13 5.12c,d

b0 �Ǻ� 5.17b 5.21 5.20c,d

c0 �Ǻ� 5.30b 5.11 5.28c,d

� �deg� 99.2b 98.8 99.7c,d

Ec �eV /HfO2� −30.89 −30.56

B �GPa� 235 251e

G �GPa� 120

qHf�e� 3.48 3.60d 3.38

Tetragonal HfO2

a0 �Ǻ� 5.151b 5.03 5.059d 4.921

c0 �Ǻ� 5.29b 5.05 5.1996d 6.26

Ec �eV /HfO2� −30.79 −30.40 −41.85

B �GPa� 210f–281g 307 197d–240 585

G �GPa� 154 128 342

C11 �GPa� 567 495 1151

C12 �GPa� 179 152 302

C13 �GPa� 176 115 302

C33 �GPa� 564 397 1149

C44 �GPa� 126 90 288

C66 �GPa� 128 125 288

qHf�e� 3.46 3.33d 3.30

Cubic HfO2

a0 �Ǻ� 5.08b 5.02 5.05c 6.25

Ec �eV /HfO2� −30.76 −30.32 −40.74

B �GPa� 295 201d–280e 556

G �GPa� 200 229h 324

C11 �GPa� 561 578h 1098

C12 �GPa� 161 121h 285

C44 �GPa� 111 83h 270

qHf�e� 3.44 3.49d 3.22

aProperties for the monoclinic phase are left blank,
see text for explanation.
bReferences 36–38.
cReference 39.
dReference 40.

eReference 41.
fReference 13.
gReference 42.
hReference 43.
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both cases their energies are sufficiently higher than the
monoclinic phase. For a monoclinic phase to transform to
rutile/�-PbO2-type structures, negative pressure must be ap-
plied �which corresponds to a volume expansion�, accompa-
nied by a decrease in the coordination number from 7 to 6 on
all Hf atoms and 3/4 to 3 on all O atoms. The
monoclinic-to-rutile/�-PbO2 transition was never observed
in considered test cases, as discussed later in this section.

The finite-temperature properties are also of significant
interest. Table V gives the thermal expansion coefficients of
the monoclinic phase hafnia calculated with the COMB po-

tential, compared with those from experiments.36 The coeffi-
cients of thermal expansion in the a and c axes are slightly
overestimated relative to the experimental values while that
in the b axis is in fairly good agreement. As a result, the
predicted volumetric thermal-expansion coefficient is �30%
larger than experimental values.

We also tested the temperature dependence of the lattice
parameters and axial angles of the monoclinic hafnia on
heating and cooling using the COMB potential for Hf /HfO2
developed in this work. The monoclinic phase was heated
from 300 K up to 3500 K within 0.1 ns with three-
dimensional periodic boundary conditions applied, the lattice
parameters gradually increase due to thermal expansion and
the axial angles remain fairly constant. No sign of a phase
transformation was seen while the monoclinic phase melted
at around 3600 K. The lattice parameters and axial angles
obtained from cooling the structure that was equilibrated at
3500 K follow the heating curves back down to 300 K. Since
this system does not have any nucleation site for heteroge-
neous nucleation, this is not compelling evidence for the ab-
sence of a structural phase transition.

To provide such a heterogeneous nucleation site, surfaces
were created on the monoclinic phase by lifting the periodic
boundary condition on the �100� direction. This system, in
which the surfaces act a nucleation sites, transforms to the
tetragonal phase upon heating after 2.2 ps at 2300 K. On
undergoing the phase transition, the sevenfold Hf atoms be-
come fully eightfold coordinated, while the threefold O at-
oms become fourfold coordinated. This is characteristic of a
transition from the monoclinic phase to a fluorite-like phase.
This transition is quantified by the change in time-averaged
lattice parameters in a, b, and c axes upon heating from 2000
to 3000 K as shown in Fig. 2. It is seen that at 2300 K
�around 8 ps� the a-axis spacing decreased from 5.236 to

5.196 Ǻ while the b axis also decreased from 5.242 to

5.181 Ǻ, which corresponds to the lattice parameter of the
tetragonal phase in the a, b axes, indicating the phase tran-
sition �the measuring of a axis spacing takes the centermost
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FIG. 1. �Color online� Cohesive energies as a function of unit
volume �E-V curves� for various hafnia phases �a� calculated from
DFT at the level of PBE and �b� that calculated from the COMB
potential for Hf /HfO2 developed in this work.

TABLE IV. Cohesive energy of monoclinic hafnia �in units of eV /HfO2 unit� and that relative to mono-
clinic hafnia for six other polymorphs calculated from DFT-PBE and COMB potential for Hf /HfO2 devel-
oped in this work.

�eV /HfO2� Monoclinic �-PbO2 O1 Rutile Tetragonal Cubic O2

DFTa −30.45 +0.065 +0.156 +0.237 +0.385

DFT-PBE �This work� −30.56 +0.058 +0.070 +0.109 +0.159 +0.238 +0.386

COMB −30.69 +0.076 +0.085 +0.067 +0.178 +0.293 +0.430

aReference 40.

TABLE V. Axial and volume thermal-expansion coefficients of
the monoclinic hafnia calculated with the COMB potential devel-
oped in this work compared with those from experiments.

a b c V

Expt.a 6.1–8.4 1.2–2.7 9.6–12.6 20.6–23.5

COMB 10.52 2.11 13.89 29.46

aReference 36.
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two unit cells to exclude the surface effect�. This phase tran-
sition is confirmed by coordination number change and ra-
dial distribution function. No further phase transition was
found upon further heating. A similar surface/interface-
enhanced tetragonal-to-monoclinic phase transition phenom-
enon has been shown in a first-principles study by Chris-

tensen and Carter46 of the �-Al2O3�11̄02� / t-ZrO2 �001�
interface.

III. DEFECT-FORMATION ENERGIES IN MONOCLINIC
HAFNIUM OXIDE

Table VI compares the formation energies for the cation
and anion vacancies, interstitials and Frenkel pairs and the
Schottky defects in the monoclinic phase of HfO2 deter-
mined from the COMB potential with DFT results.47 The

defect-formation energies �Ef were calculated with the
equation �Ef =Edef −Eperf ��ini
i, where is Edef and Eperf

are the energies of defective and perfect bulk structures, re-
spectively, ni is the number of defects and 
i is the chemical
potential of the defect. The chemical potential of a hafnium
atom in both the metallic and oxide phases at 300 K was
used in the equation to estimate hafnium-containing defects,
and that of O2 molecule at the same temperature was used
for defects that contain oxygen. The charge neutrality of the
system is maintained after creating the defects. For example,
if we consider a Hf vacancy, a Hf ion, instead of a Hf atom,
is deleted from the structure it leaves its charges �+3.48e� in
the system. In contrast, when we create a Hf interstitial, a
neutral Hf atom is added to the system. A cation Frenkel
defect is created by introducing both a Hf ion vacancy and a
Hf ion interstitial. Due to the dynamic charge-transfer feature
inherent to the COMB potential, created defects are able to
take on charges from the surrounding ions while maintaining
charge neutrality over the system as a whole. Charges asso-
ciated with interstitial defects after charge equilibration are
given in parenthesis in Table VI. Two values are given for
oxygen interstitials, indicating the incorporation of oxygen
interstitials into threefold- or fourfold-coordinated oxygen
sites, respectively. Obtaining a good estimate of defect-
formation energies of the oxygen defects is particularly im-
portant since they act as charge traps and diffuse in the oxide
as interstitials. Since the defect-formation energies were not
part of the fitting set of physical properties, the fact that the
COMB potential predicts the defect-formation energies with
fidelity similar to that of DFT can be viewed as an indication
that much of the correct physics is being captured.

Removing a hafnium atom from the bulk monoclinic
phase results in the breaking of seven Hf-O bonds; thus the
energy required to form this point defect is the greatest
among Hf/O vacancies and interstitials. Similarly, creating
an oxygen vacancy requires breaking three to four Hf-O
bonds; hence the formation energy is less than that of the
hafnium vacancy. Hf and O interstitials require less energy to
form since increasing the coordination number is more ener-
getically favorable than breaking several Hf-O bonds. Of all

FIG. 2. �Color online� Temperature dependence of the lattice
constants of monoclinic hafnia with �100� surface on heating from
2000 to 3000 K showing the monoclinic-to-tetragonal phase transi-
tion at 2300 K using the COMB potential for Hf /HfO2 developed in
this work.

TABLE VI. Defect-formation energies �in units of electron volt� of the monoclinic HfO2 phase predicted
with the COMB potential developed in this work compared with those from DFT calculations. The chemical
potential of Hf in both metal and oxide phases were used to estimate the formation energies of Hf vacancy,
interstitial and Schottky defect. Values in parenthesis are the charges associated with interstitial defects from
DFT and COMB potential after charge equilibration, respectively.

Defect

DFTa COMB


metal 
oxide 
metal 
oxide

Hf vacancy 16.9 5.7 23.53 6.49

Hf interstitial 9.78 �+1.983e� 26.81 �+1.983e�
O vacancy 9.34 9.36 11.95 13.44

O interstitial 4.2 5.8 �0.0e� 3.97 5.24 �−0.002e�
Schottky 47.10 30.07

Cation Frenkel 43.29 �+1.991e�
Anion Frenkel 18.06 �+0.101e�
aReference 47.
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the point defects, the oxygen interstitial has the smallest for-
mation energy. Also shown are the estimated defect-
formation energies of Schottky defects, and cation and anion
Frenkel pairs. It can be seen from Table VI that the energy
required to create a Schottky defect is slightly larger than
that of one Hf and two O vacancies added together. Like-
wise, the formation energy of the cation Frenkel pair is little
larger than the sum of one Hf vacancy and one Hf interstitial
defect, which indicates that the association energy of the Hf
vacancy and interstitial defects are positive; this implies that
these defects like to be far apart and additional energy is
required to bring them close to each other. In contrast, the
formation energy of the anion Frenkel is slightly smaller than
the sum of constituent point defects, indicating slightly nega-
tive association energy.

IV. HAFNIUM OXIDE AND SILICON INTERFACE

Although hafnia is an excellent material for the gate oxide
dielectric, problems still exist; in particular, the diffusion of
oxygen through the hafnia layer to form a silica layer at the
HfO2 /Si interface.48,49 The formation of this interfacial layer
between hafnia and silicon substrates, which decreases the
dielectric constant and leads to material deterioration, must
be suppressed. In this section, we demonstrate the ability of
the COMB potential to model the HfO2 /Si interface and
oxygen transport at the interface. To carry out this study, the
Hf /HfO2 potential is implemented together with the COMB
potential for Si /SiO2.19 This is possible because the func-
tional form and the oxygen parameters are exactly the same
between the two potentials, thus allowing the oxygen to in-
teract with both elements in a well-defined manner within the
system. The short-range interaction between Hf and Si fol-
lows the Lorentz-Berthelot mixing rule described in Eqs.
�A10�–�A13�, and the Hf and Si ions also interact via long-
range Coulombic interactions.

There are various techniques for depositing hafnia films
including atomic layer deposition �ALD�,50 PLD,51 and
chemical-vapor deposition.52 Deposited hafnia thin films are
typically amorphous as deposited and polycrystalline after a
postdeposition annealing.44 It has been reported that hafnia
films deposited at 300 °C by ALD are predominantly mono-

clinic with �1̄11� texture.53,54 For this proof-of-principle
demonstration of the potential developed in this work, an
oxygen-terminated cubic HfO2 �100�/Si �100� interface was
chosen.

Figure 3 shows snapshots of the c-HfO2:O /Si interface at
�a� its initial condition �since the lattice parameters of
c-HfO2 and Si are fairly close, the interface is fully coherent
with −8.1% strain applied to the Si substrate in the x and y
directions�, and �b� after 2 ps of evolution at 300 K. Large
�red� atoms are Hf, medium-sized atoms �cyan� are Si, and
small atoms �blue� are oxygen. The snapshots are color
coded �online� according to the charges the atoms carry: red
is positive, cyan is neutral, and blue is negative. Initially the
c-HfO2 layer carried +3.30e on the Hf atoms and −1.485e on
the O atoms. The Si substrate is neutral and the system as a
whole is charge neutral.

It can be seen that the interfacial Si and O atoms from the
Si substrate and c-HfO2:O, respectively, move slightly into
the interface, forming Si-O bonds. As a result a very thin
SiO2 layer with oxidized Si atoms is formed. The driving
mechanism for the formation of the SiO2 layer may be a
result of the unfavorable coordination of Si atoms at the
interface, which are sixfold coordinated and have relatively
high energy. Once the small displacement between the inter-
facial Si and O atoms takes place to form the SiO2 layer, the
interfacial Si atoms are fourfold coordinated, the second
layer Si atoms are threefold coordinated, the interfacial Hf
atoms are sixfold coordinated, and the oxygen atoms are
threefold or fourfold coordinated. This results in a more
stable bonding environment at the interface than the starting
structure.

Figure 4 illustrates the distribution of charge at the
c-HfO2 /Si interface for Si, O, and Hf atoms after 2 ps of
evolution. At the interface, the change in charge on Si atoms
is +2.308e on average, while that for O and Hf atoms are
−0.413e and +0.383e, respectively. The results indicate that
interfacial Si atoms oxidize, forming Si-O bonds and donat-
ing electrons to the O atoms in the cubic hafnia. The oxida-
tion of Si atoms at the interface to form a silica layer is
consistent with experimental results;48,49 as we shall see,
these strong Si-O bonds contribute to the large value of the
work of adhesion.

The work of adhesion quantifies the energy saving from
two surfaces forming an interface, and is an indication of the
stability and strength of the interface. The larger the work of
adhesion of an interface, the more energy is required to sepa-
rate the interface into two surfaces. Here the work of adhe-
sion W of the c-HfO2 /Si interface was calculated from the
standard equation: W= �EHfO2

+ESi−EHfO2/Si� /A, where EHfO2
and ESi are the total potential energy of the relaxed fixed-
volume HfO2 and Si slabs, respectively, EHfO2/Si is the energy
of the relaxed interfacial structure, and A is the surface/
interface area. The same method was applied to calculate the
work of adhesion of Cu /SiO2 interfaces with DFT.55 All the
structures are equilibrated at 300 K, prior to quenching at
T=0 K. The calculated work of adhesion of the quenched
c-HfO2 /Si is 7.36 J /m2, which indicates a relatively strong
interface, and is in excellent agreement with that calculated
from DFT-PBE, 7.19 J /m2. The surface energies calculated
from the relaxed c-HfO2 �100� and Si �100� slabs with
COMB potential are 5.74 J /m2 and 3.03 J /m2, respectively,
compared to those obtained from DFT calculations, which
are 5.56 J /m2 and 2.83 J /m2, respectively. Note that the Si
�100� surface energy is high because of the −8.1% strain
applied to �010� and �001� directions.

The agreement between the COMB prediction and the
DFT calculation indicates that the COMB potentials for
Hf /HfO2 and Si /SiO2 in combination with the mixing rule
for Hf/Si interactions is adequate for modeling Si /HfO2 in-
terfaces. However, additional extensive testing is required to
identify cases for which this approach works less well. It
should be mentioned that Si �100� and monoclinic hafnia

�001� and �1̄11� interfaces are currently being constructed
and tested, and the results are reserved for a future study.
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V. CONCLUSIONS

The COMB potential for Hf /HfO2 developed in this work
is based on the Tersoff potential for silicon,21,22 which incor-
porates many-body effects that allow the breaking of existing
bonds and the formation of new bonds; the Yasukawa23

modification of the Tersoff potential for Si /SiO2 that intro-
duces dynamic charge transfer; and the COMB potential for
Cu /Cu2O �Ref. 20� that incorporates direct sum of modules
for treating long-range electrostatic interactions. The COMB
potential for Hf /HfO2 captures most of the physical proper-
ties of Hf metal and hafnia polymorphs. However, it is nec-
essary to sacrifice accuracy in some properties, such as the
Hf metal lattice constants and cohesive energy, in order to
guarantee the correct phase order among hafnia polymorphs.
Most importantly, however, the COMB potentials for
Hf /HfO2, Cu /Cu2O �Ref. 20� and Si /SiO2 �Ref. 19� can be
seamlessly coupled together for MD simulation studies of
life-size devices such as HfO2 /Si interfaces, HfxSi1−xOy
films, the growth of hafnia films on Si or SiO2, and the entire

gate stack �Si /SiO2 /HfO2 /Cu2O /Cu�. Thus, the COMB po-
tential for Hf /HfO2 should prove to be a useful tool and an
effective method for carrying out large-scale MD simulations
and computational studies.
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APPENDIX: FUNCTIONAL FORM OF THE COMB
POTENTIAL FOR Hf ÕHfO2

The COMB potential for Hf /HfO2 has the general func-
tional form,

(a)

3.645

-1.822

3.918

-2.011

(b)

FIG. 3. �Color online� Snapshots of the cubic
HfO2 and Si �c-HfO2 /Si� interfacial structure
evolving at 300K �a� 0 ps, �b� 2.0 ps. Large �red�
atoms are Hf, medium sized atoms �cyan� are Si
and small atoms �blue� are oxygen.
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ET = �
i
�Ei

S +
1

2�
j�i

Vij�rij,qi,qj� + Ei
BB� , �A1�

where ET is the total potential energy of the system, Ei
S is the

self-energy term of atom i, Vij is the interatomic potential
between the ith and jth atoms, rij is the distance of the atoms
i and j, and qi and qj are charges of the atoms, and Ei

BB is the
bond-bending term of atom i. The interatomic potential en-
ergy Vij consists of four components: short-range repulsion,
Uij

R, short-range attraction, Uij
A, long-range Coulombic inter-

action, Uij
I , and long-range van der Waals energy, Uij

V, which
are defined as,

Vij�rij,qi,qj� = Uij
R�rij� + Uij

A�rij,qi,qj� + Uij
I �rij,qi,qj� + Uij

V�rij� ,

�A2�

Uij
R�rij� = fSij

Aije
�−�ijrij�, �A3�

Uij
A�rij,qi,qj� = − fSij

bijBije
�−�ijrij�, �A4�

Uij
I �rij,qi,qj� = Jij�rij�qiqj , �A5�

Uij
V�rij� = fLij

�CVDWi
CVDWj�1/2/rij

6 . �A6�

The many-body effects are described with the bond-order
term, bij, in the short-range attraction, and it has the form

bij = 	1 + ��i �
k�i,j

	ijkg�� jik��ni
−1/�2ni�, �A7�

where the symmetry function �ijk and angular function g�� jik�
are defined as

�ijk = fSik
e��ij

mi�rij − rik�mi�, �A8�

g�� jik� = 1 + ci
2/di

2 − ci
2/�di

2 + �hi − cos � jik�2� . �A9�

Here � jik is the bond angle between bonds ij and ik. The
inverse decay lengths �ij and �ij, the leading coefficients Aij
and Bij depend only on the types of interacting atoms and
follow the venerable Lorentz-Berthelot56 mixing rules,

�ij = ��i + � j�/2, �A10�

�ij = ��i + � j�/2, �A11�

Aij = �ASi
ASj

, �A12�

Bij = �BSi
BSj

, �A13�

where ASi
and BSi

depend on the charge of the atom i,

ASi
= Aie

��iDi�, �A14�

BSi
= Bie

��iDi��aBi
− �bBi

�qi − QOi
��nBi� , �A15�

Di = DUi
+ �bDi

�QUi
− qi��nDi, �A16�

bDi
= �DLi

− DUi
�1/nDi/�QUi

− QLi
� , �A17�

nDi
= ln�DUi

/�DUi
− DLi

��/ln�QUi
/�QUi

− QLi
�� , �A18�

bBi
= �aBi

�1/nBi/�Qi, �A19�

aBi
= 1/�1 − �QOi

/�Qi�nBi� , �A20�

�Qi = �QUi
− QLi

�/2, �A21�

QOi
= �QUi

+ QLi
�/2. �A22�

The potential is truncated by the cutoff function fSij
, which is

defined as,

fSij
= fc�rij,�RSi

RSj
�1/2,�SSi

SSj
�1/2� , �A23�

fc�r,R,S� = 
1

�1/2 + �1/2�cos���r − R�/�S − R���
0

�,

r � R

R � r � S

r � S ,

�A24�

FIG. 4. �Color online� Charge distribution of the c-HfO2 /Si in-
terface for Si �square symbols�, O �circle symbols� and Hf �triangle
symbols� atoms after 2 ps evolution.
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where R and S are optimized cutoff radii.
The long-range Coulombic interaction between charged

atoms is described with the charge coupling factor, Jij�rij�,
and takes the form,

Jij�rij� =� d3ri� d3rj
i�ri,qi�
 j�rj,qj�/rij , �A25�


i�ri,qi� = qi

	i
3

�
e�−2	i�rij−ri��, �A26�

which is a Coulomb integral over 1s-type Slater orbitals,
where 	i is an orbital exponent that controls the radial decay
of the density. A penalty function that captures the change in
self-energy due to the field of the ionic lattice is added to the
self-energy term Ei

S�qi� and takes the form,

Vi
S�r,qj� =

1

4��o
�
j�i

NN �
1qj
2

rij
5 −


2qj

rij
5 � . �A27�

The self-energy term Ei
S describes the energy required to

form a charge and takes the form,

Ei
S�qi� = �iqi + Jiqi

2 + Kiqi
3 + Liqi

4, �A28�

where the coefficients �i, Ji, Ki, and Li are fit to the atomic
hafnium and oxygen ionization energies and electron affini-
ties. The oxygen coefficients are the same as the COMB
potentials for Si /SiO2 for amorphous silica19 to ensure full
compatibility and transferability of the different potentials.

The bond-bending term Ei
BB, applied to Hf-Hf-Hf bonds,

is defined as,

EHf-Hf-Hf = �
i

�
j�i

�
k�i,j

fSij
fSik

�KLPP6�cos �Hf-Hf-Hf�� ,

�A29�

where P6 is the third-order Legendre polynomial function of
the Hf-Hf-Hf bond angle and KLP

6 is the coefficient fitted to
the difference in cohesive energies of Hf in hcp and fcc
phases.
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