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Atomic-resolution chemical mapping using energy-dispersive x-ray spectroscopy
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We demonstrate atomic-resolution chemical mapping using energy-dispersive X-ray spectroscopy in scan-
ning transmission electron microscopy. Theoretical simulations of the imaging process demonstrate that these
images are directly interpretable. This is due to the fact that the effective ionization interaction is local and this

is an incoherent mode of imaging.
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Since atomic-resolution electron energy-loss spectroscopy
(EELS) in scanning transmission electron microscopy
(STEM) was first demonstrated'= the field has progressed
rapidly. The implementation of aberration correction in the
electron optics has allowed probe sizes to approach less than
0.1 nm and this, coupled to increases in the EELS detector
efficiency, has allowed chemical mapping of crystals in two
dimensions.*” Such maps are not always directly
interpretable.* Muller and co-workers suggested that direct
interpretability would be ensured provided a large EELS col-
lection aperture was used, as was the case in their experiment
using a new Nion UltraSTEM system in which detector
angles as large as 60 mrad are feasible.® However, using a
similar system installed in Daresbury, Wang et al.” obtained a
contrast reversal when images were constructed for a simi-
larly large detector acceptance angle but from differing re-
gions of the energy-loss spectra. In principle, the difficulties
of interpreting such anomalous results can be offset some-
what by simultaneously acquiring high-angle annular dark-
field (HAADF) images to correlate the crystal structure with
the corresponding EELS images.®® However, for crystals
containing light elements or species of similar atomic num-
ber, atom discrimination based on HAADF image contrast is
difficult. Here, we demonstrate a complementary approach to
chemical mapping that offers the direct visual interpretability
of HAADF imaging, while simultaneously unambiguously
identifying the atoms.

Energy-dispersive x-ray spectroscopy (EDS) in STEM
has been used to map regions containing a particular species
of atom in nanostructures.'®'? In this method a coherent
focused probe is raster scanned across the specimen and at
each probe position the resultant x-ray emission spectrum is
recorded. This spectrum is then used to construct an elemen-
tal map. Two advantages that STEM EDS has are that the
inelastic interaction is always effectively local, like that in
HAADF, and that the inner-shell ionization potential is as
localized as possible for a given ionization edge. Conse-
quently, the resulting incoherent image can be directly inter-
preted. In this Rapid Communication we show atomic-
resolution chemical mapping based on STEM EDS using a
FEI Titan 80-300. Theory explains and detailed calculations
verify the direct interpretability of these chemical maps.

This study used a test sample of (001) SrTiO; that was
electropolished and chemically etched, creating an ultraclean
surface. This was essential as it was observed that even a
small amount of surface amorphization had a negative im-
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pact on the quality of the result. The sample thickness was
estimated to be 100 nm and a specimen of this thickness was
needed to ensure sufficient x-ray counting statistics. The 300
kV probe had a third-order spherical aberration coefficient
C,=1.2 mm. The probe forming aperture semiangle was 9.6
mrad and the probe was underfocused by 560 A into the
specimen. The probe size was estimated at 1.4 A and the
beam current was 10-20 pA. The EDS detector subtended a
collection angle of 0.13 sr. The acquisition time for a single
x-ray spectrum was 500 ms (corrected for dead time).

Two-dimensional chemical maps are shown in Fig. 1.
That for the Ti sublattice is shown in Fig. 1(a), and that for
the Sr sublattice is shown in Fig. 1(b). Shown in Fig. 1(c) is
the simultaneously acquired STEM HAADF image. In each
case the experimental EDS maps and the HAADF image
have the simulations overlayed. Good qualitative agreement
is seen and there is a one-to-one correspondence between the
known projected structure, the EDS maps, and the HAADF
image. The simulations will be discussed in more detail
shortly.

Figure 2(a) shows a HAADF line scan along (110) and
Fig. 2(b) shows the simultaneously recorded EDS line scans.
The EDS line scans shown in Fig. 2(b) are consistent with
the HAADF image in Fig. 2(a). These were extracted from
the two-dimensional maps in Fig. 1. The Sr signal follows
the reference HAADF line scan and this is to be expected as
the HAADF contrast should be dominated by the Sr col-
umns. The Sr line scan in Fig. 2(b) was constructed from the
sum of the Sr K- and L-shell ionization events. The corre-
sponding Ti line scan only uses the Ti K shell. The alternat-
ing Sr-Ti-Sr structure is clearly seen in the two line scans in
Fig. 2(b).

A typical EDS spectrum is shown in Fig. 2(c) and it is
instructive to notice that while the count rates are quite low,
so is the accompanying background. While the x-ray detector
count statistics may be considered low, the peak-to-
background (P/B) ratio is high. Next generation detectors
will have count rates an order of magnitude larger than that
used here, thus improving signal-to-noise ratios.!? This is in
contrast to EELS where low P/ B ratios often demand the use
of principal component analysis in conjunction with conven-
tional power-law background subtraction to remove spectral
noise and obtain usable spectra.*!'4 Typical P/B ratios in
EELS are around 1:1 and can become even worse in com-
posite materials with many different atomic species, where
edges of the different elements contribute to the background
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FIG. 1. (Color online) Experimental and simulated results (over-
lay) for SrTiO3 chemical maps for (a) Ti and (b) Sr, and in (c) the
corresponding STEM HAADF image. The sample was estimated to
be 100 nm thick. The projected structure along the (001) direction
is indicated on each map.

of the characteristic edges following at higher energy losses.
For state-of-the-art EDS detectors P/B ratios of between
60:1 and 100:1 are possible depending on the energy loss of
the characteristic absorption edge in the EDS spectrum.

It must be stressed that all of the data presented were
obtained on a machine with no spherical aberration correc-
tion. Using multipole correctors will allow the illumination
aperture to be increased, decreasing the probe wave-function
spot size while simultaneously increasing the beam current.
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FIG. 2. (Color online) (a) Reference HAADF line scan of the
SrTiO; sample along the (110) direction. The corresponding EDS
line scans shown in (b) are for Ti and Sr and were constructed from
the integrated shaded region of the x-ray spectrum indicated in (c),
where a typical EDS spectrum is shown. The spectrum in (c) cor-
responds to the position indicated by the pink dashed lines in (a)
and (b).

This would increase the beam density and in turn improve
the x-ray yield per pixel and thus improve the quality of the
chemical maps. '

The EDS simulations in Figs. 1(a) and 1(b) were per-
formed following the formulation outlined in Ref. 16, which
uses the frozen phonon algorithm!”-2° to also account for the
contribution to the x-ray cross section from thermally scat-
tered electrons. The effect of demagnifying the source to
improve beam current and thus increasing the spatial inco-
herence of the probe has not been accounted for in any of the
simulations. This may account for some discrepancies be-
tween the simulated and experimental images, but this does
not affect our conclusions. The HAADF simulation in Fig.
1(c) was performed using the standard frozen phonon
algorithm?® for a HAADF collection range of 60—160 mrad.
For the EDS maps the assumption is made that the total cross
section for all x-ray emission events corresponding to filling
a hole in the K or L shell is proportional to the total cross
section for K- or L-shell ionization, respectively. For EELS
imaging the angular range of the scattered electron integra-
tion would be limited to the physical dimensions of the
EELS collection aperture. However, for EDS the integration
extends over the full solid angle since electrons with all pos-
sible ionization scattering kinematics contribute to the signal.
In that case the cross section for ionization as a function of
the probe position R and the sample thickness ¢ in the frozen
phonon-mixed dynamical form factor (FPh-MDFF) synthe-
sis is of the form
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o(R,1) = _E |’/’](R r )PV )dr dz. (1)
0JA

Here, A is the incident area of the unit cell, J is the number
of phonon configurations, v=hky/m is the velocity of the
incident electrons of mass m and wavelength Ay=1/k(, and
; is the probe electron wave function for the jth frozen
phonon configuration at a depth z. The effective local ioniza-
tion potential V(r ) is given in terms of transition potentials
H,o(r ) as follows:
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Vir)="5= 2 [Ho

(2)

where 7. is the distance over which the potential is projected.
The sum is in effect an integration over all possible final
states (energies) of the ejected electron. These transition po-
tentials become more localized as the energy of the ejected
electron increases, i.e., for greater energy losses of the inci-
dent electron—see, for example, Ref. 7. Typically in EELS
we integrate up over an energy-loss window on the order of
10 eV above the ionization threshold. The effective window
in EDS is larger and the contribution of the final states with
larger energy losses means that the potential in Eq. (2) be-
comes more localized about the atomic sites.

The form of Eq. (1) implies that EDS is an incoherent
imaging mode akin to HAADF imaging and therefore is
likely to deliver a one-to-one correspondence between image
and structure. The effective scattering potentials for HAADF,
Ti K-shell x-ray emission for EDS, and Sr K-plus L-shell
x-ray emission are shown in Fig. 3. The HAADF potential is
the most peaked and corresponds closely to the projected
structure. It is more peaked around the Sr columns than on
the Ti columns. The EDS potentials are also quite peaked
and have a localization comparable to the HAADF potential.
These potentials of course are pertinent to a particular atomic
species in a sublattice. Examining Figs. 1(a) and 1(b) it is
clearly evident that the Ti map is significantly more localized
than the Sr map. This is a consequence of using the single
tightly bound Ti K shell (threshold energy of around 4965
eV), as opposed to the sum of the relatively delocalized Sr L
shell (threshold energy of around 2007 eV) with the Sr K
shell. The relative full widths at half-maximum of the respec-
tive EDS potentials are 0.22 and 0.33 A, respectively. The
restriction to the Ti K shell is due to the relatively low energy

RAPID COMMUNICATIONS

PHYSICAL REVIEW B 81, 100101(R) (2010)

— I
o) —— HAADF
5 — Ti
‘9 SrK+L
I
s
IS
2
o]
a
0.2 0.3 0.4 0.5
x {nm)

FIG. 3. (Color online) The effective scattering potential for
HAADEF for a detector spanning 60-160 mrad, Ti K-shell x-ray
emission and the sum of the Sr K- and L-shell potentials for x-ray
emission EDS. The scattering potential is for the (110) direction for
a single unit cell of SrTiOs. The Sr and Ti sites are indicated by the
circles. For ease of comparison, each line plot has its maximum
value normalized to 1.

resolution of the EDX detector and its inability to separately
resolve the O K- and Ti L-shell events [as can be seen in Fig.
2(c)].

In chemical mapping based on EELS a power-law sub-
traction is needed to remove an often substantial background
from the ionization edge under consideration. Kimoto et al.?!
used the background extrapolation technique to extract spec-
tra far from the edge onset to improve the spatial resolution
of experimental EELS images, as it is well known that the
degree of localization increases with increasing energy
loss.”*> However, the further from the edge onset the more
the accuracy of the extrapolation is tested. By contrast, in
EDS all energy losses above the edge contribute to the signal
while at the same time there is no substantial background
subtraction to complicate the integration of the signal.

In summary, we have demonstrated two-dimensional
atomic-resolution EDS chemical mapping in STEM. Theo-
retical simulations support the data and show why the maps
are directly interpretable. The combination of simultaneous
STEM EELS, HAADF, and EDS provides a powerful ap-
proach to investigate structural chemical and functional in-
formation in real space at the atomic resolution.

L.J.A. acknowledges support from the Australian Re-
search Council. We thank Scott Findlay and Mark Oxley for
helpful discussions.
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