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We demonstrate that a strain pseudospin model for martensitic alloys predicts a glass phase in the presence
of disorder, consistent with recent experiments on binary and ternary alloys that have established the existence
of such a phase above a critical composition. We find that the glass phase, as characterized by the Edwards-
Anderson order parameter, exists even in the absence of elastic long-range interactions, which compete with
the disorder to shift the glass transition to higher values of disorder. Our model predicts a second-order phase
transition between the martensite and strain glass phases as a function of the disorder. Together with the cusp
in the susceptibility and the history dependence in the glass phase in zero-field-cooling and field-cooling
curves, these predictions may be tested experimentally by varying the alloy composition. Our approach using
mean-field analysis and Monte Carlo simulations may be generalized to the study of glassy behavior in more
complex structural transformations in two and three dimensions.
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I. INTRODUCTION

Recent experiments on ferroelastic alloys have established
the existence of a martensite or “strain” glass phase1 in
which localized random configurations of lattice distortions
are kinetically frozen below a glass transition temperature,
Tg. This glass phase was initially observed in Ni-rich
Ti50−xNi50+x where the austenitic B2 parent structure ap-
peared to persist to 0 K above a compositional threshold x
�1.3, below which it transformed to a martensitic B19�
phase. The strain glass has now been identified in numerous
alloys and the means by which it is derived—by doping
point defects or compositional variations beyond a critical
value—makes it analogous to the well-known frozen disor-
der and frustration demonstrated in other ferroic systems
such as magnetic spins in a spin glass2 or electric dipoles in
a ferroelectric relaxor.3 The “nonmartensitic” strain glass ex-
hibits unique features such as the shape-memory effect and
pseudoelasticity, which are typical of alloys undergoing mar-
tensitic transitions. Moreover, the pretransitional “tweed”
phase that can exist over a wide temperature range
��100 K� above the martensitic transition, shows no glass-
like response in the frequency dispersion of the storage
modulus and internal friction or history dependence in the
zero-field-cooling �ZFC�/field-cooling �FC� curves.1,4 The
tweed phase, which shows short-range strain order in an oth-
erwise globally disordered system, was conjectured to be a
spin glass.5–8

Our objective is to demonstrate how the strain glass phase
emerges from a strain pseudospin model of a ferroelastic
martensite. We predict this phase analytically using mean-
field theory and obtain the phase diagram for the austenite-
martensite-glass system. Our results are supported by
numerical simulations, that include long-range elastic inter-
actions on the full model, and are consistent with the salient
aspects of experiments which have led theoretical advances
in this field. Numerical studies9 on continuum models with
long-range interactions and disorder tend not to be predictive
as they do not consider an order parameter �OP� that charac-

terizes the glass phase. We show that the long-range elastic
interaction is not required to obtain the glass phase, but it
competes with the disorder to suppress it so that the glass
transition is shifted to larger values of the disorder. Our
model also predicts a second-order phase transition between
the martensite ground state and strain glass phase that could
be tested experimentally.

Our starting point is a recently proposed strain pseudospin
model for a square to rectangle martensitic transformation in
two dimensions �2D�.10 This is the simplest in a class of
clock models that can be defined for various ferroelastic ma-
terials undergoing a first-order structural transition with ac-
companying softening in the shear modulus. The models de-
scribe faithfully the martensitic domain microstructures in
both two dimensions and three dimensions �3D�,10,11 such as
twins for the square to rectangle and nested star microstruc-
ture for the triangle to centered rectangle in 2D, and can be
derived systematically from the corresponding continuum
models in which the strain components are the order param-
eters. By adding disorder to this model we relate our work to
the usual spin-glass models.12–15 A recent perspective8 on
spin-glass models for martensitic alloys, and in particular the
tweed phase, emphasizes that oversimplified spin models can
potentially miss the salient features of these alloys.

Our pseudospin Hamiltonian is a Blume-Capel16 model
with temperature-dependent coefficients and long-range in-
teractions. This spin model predicts the twinned martensite
phase at low temperature without disorder. Adding fluctua-
tions to the transition temperature6 in continuum models
typically leads to the tweed precursor phase. Our model con-
siders disorder through the coefficients in the Hamiltonian,
rather than through the transition temperature itself. We as-
sume a Gaussian distribution with nonzero temperature-
dependent mean for both the crystal field and the exchange
interactions. Moreover, for the sake of simplicity, we con-
sider the disorder in the coefficients of the pseudospin
Hamiltonian to be such that there is no correlation between
their Gaussian distributions. The coefficients are functions of
the temperature and thus the model is a generalization of the
Ghatak-Sherrington model14 but, in addition, also includes
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long-range interactions. We also analyze the influence of a
random local stress field. The models are studied within the
Edwards-Anderson12 mean-field theory in the limit of van-
ishing long-range interactions. We compare our results to
Monte Carlo simulations and also numerically analyze the
role of the long-range interactions.

II. SPIN-GLASS MODEL

Displacive �group↔subgroup� martensites can be driven
by shear strains and/or shuffle �or displacement� modes. If
the primary order parameters are strains, we have the so-
called proper martensites, whereas if they are shuffles, we
have the improper martensites. The shape-memory alloys
Fe1−xPdx, InTl, VSi, as well as CuAlNi are some of the ex-
amples of martensites where the primary mechanism is shear
softening. We have chosen FePd as our example. Measure-
ments by Muto et al.17 of the elastic properties have shown
that C�= �1 /2��C11−C12� softens as a function of temperature
in FePd. It is a partial softening, the first-order transition
temperature occurs at a temperature higher than the fictitious
temperature at which C� would become zero, which is the
stability limit of the austenite. In addition, these temperatures
for FePd depend on the relative composition x. Based on the
experimental data in Ref. 17, a Landau functional based on
shear strains for FePd was parametrized in Ref. 18. More-
over, Barsch19 also considered the improper martensitic
�shuffle or phonon-driven� transformations in AuCd and
NiTi, so that there is ample evidence for both shear and
shuffle transformations in martensites. In fact, in some of the
shuffle-based martensites �such as NiTi, see Ref. 20� there is
a concomitant shear strain as well. Over the last twenty years
an extensive literature on shear-driven martensites has been
established, including the use of Landau theory, and we refer
to contributions by Falk, Krumhansl, Barsch, Jacobs, and
many others �see also Ref. 21�. A review of the data and
theory as pertaining to InTl has also been given by
Saunders.22 The spin model we discuss is appropriate for the
shear-driven transformations, for materials such as FePd,
InTl, and VSi which undergo a cubic-to-tetragonal transfor-
mation, where the nature of the driving mechanism is well
established. Moreover, we will illustrate our ideas with ref-
erence to the two-dimensional square to rectangle transition
for FePd as generalization to 3D is straight forward without
conceptual difficulties. The transition is driven by the devia-
toric strain e2=1 /�2��11−�22�, which serves as the OP,
where �ij =

1
2 �

�ui

�xj
+

�uj

�xi
� are the components of the Lagrangian

strain tensor. The bulk dilatation strain e1=1 /�2��11+�22�
and the shear strain e3=�12 are the two non-OP symmetry-
adapted strains.

The free-energy density is a sum of three contributions:
f = fL�e2�+ fG��e2�+Fnon-OP�e1 ,e3� with Landau free energy
fL�e2�r��� /E0= ��−1�e2

2+e2
2�e2

2−1�2, where �=
T−Tc

To−Tc
is the

scaled temperature, To is the transition temperature, and Tc
the temperature of the austenite stability limit. For ��4 /3,
the uniform-martensite solutions are the two variants �����,
where �2���=2 /3�1+�1−3� /4�.10 The energy cost for inter-
faces, fG�e2�r��� /E0=�2��e2�2, is the usual Ginzburg term

with � the interfacial energy cost and E0 an energy scale
factor. The energy for the non-OP strains fnon-OP /E0
=1 /2�A1e1

2+A3e3
2�, where A1 and A3 are bulk and shear

moduli, respectively, can be expressed as fnon-OP /E0
=A1 /2�dr��e2�r��U�r�−r���e2�r��� using the strain compatibility
relation �	 ��	�=�T=0 as the three strains e1, e2, and e3 are
not independent6,21,23 but are derivatives of two displacement
components. The kernel U�r�−r��� is a long-range repulsive
potential that is anisotropic and decays as 1 /r2 and is given
in Fourier space by U�k�= �kx

2−ky
2�2 / �k4+8

A1

A3
kx

2ky
2�. Thus, mi-

crostructure with orientations along diagonals kx= �ky is fa-
vored and it is the bulk modulus, A1, that controls the
strength of the long-range interaction. We introduce the ap-
proximation e2�r��→����S�r��, where the pseudospin S�r�� has
the value S�r��=0, �1 so that the associated pseudospin
Hamiltonian obtained from the free energy, f , equivalent to a
classical spin-1 Blume-Capel model16 is


H =
D0

2 	

i=1

N

�g0Si
2 + �2��Si�2� +

A1

2 

i,j

Ui,jSiSj� , �1�

where Ui,j =U�r�i−r� j�, D0=2E0�2 /T, 
=1 /T, and g0���= ��
−1�+ ��2−1�2. The gradient term is to be understood as a
finite-difference operator that can be expressed in terms of
SiSj. The spin approximation reduces the degrees of freedom
of the system and mean-field and Monte Carlo simulations of
the Hamiltonian �1� using the Metropolis method with peri-
odic boundary conditions give rise to twins with sharp do-
main walls oriented along the diagonal. Thus this discrete
spin model as well as similar models for other structural
transformations involving more minima are able to repro-
duce the results of complex microstructure typically obtained
using continuum relaxation dynamics.11

We remark that the reference state for the Landau theory
is the high-symmetry phase �square in our two-dimensional
model�. The elastic moduli in the energy are for the high-
symmetry phase and at the martensitic temperature, there is
an instability and the appropriate temperature-dependent
elastic modulus C�, with reference to the high-symmetry
phase, is no longer defined. This is because the system has
transformed to the stable martensite phase �the rectangle in
our model�. However, the transformed phase is perfectly
stable with a well-defined elastic modulus of its own. Nu-
merous studies using our continuum models, as well as other
phase-field approaches, have obtained the transformed mi-
crostructure with well-defined elastic properties. The minima
of the wells correspond to the martensite variants. These
minima have well-defined strains �with reference to the high-
symmetry phase� obtained from the original free energy. To
see that they have well-defined elastic properties, one can
expand the energy functional, in terms of the strains within
the wells, centered about the minimum. The elastic modulus
at the harmonic level for the homogeneous low-symmetry
variant, at the minimum, could then be written in terms of
combinations of parameters �e.g., second-order and higher
order elastic constants� for the high-symmetry phase. In ad-
dition, one could also take the microstructure obtained from
the model and apply an external stress and obtain the elastic
properties that way. So the model is well defined and there is
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no problem in the use of this model to obtain microstructure
that also has well-defined elastic properties. This also holds
for the discrete version of the above model. We obtain the
correct martensite microstructure with the “discrete wells”
and the mapping �as for the �4 Ising theory� is therefore a
good approximation, given that we are reducing the degrees
of freedom. The key point is also that the instability is still
with respect to the parent, high-symmetry phase, but the
strains �or spins� of the transformed phase are well defined.
The elastic modulus of the transformed microstructure or for
a single variant may also be obtained by applying an external
field. Thus, there is again no difficulty in the use of this
model with the given definition of the spins. The coefficient
of the S2 term is inherited from the Landau potential and this
encodes “effective elastic” properties at the discrete level.

In order to study the influence of disorder, we first con-
sider the pseudospin Hamiltonian �1� in the limit A1=0. The
effects of the long-range interaction will be studied with
Monte Carlo simulations. Hamiltonian �1� can be recast
into a usual Blume-Capel or Blume-Emery-Griffiths
Hamiltonian16 with temperature-dependent coefficients
H=−J0���
�i,jSiSj +�0���
iSi

2, where �0=D0��� / �2
��g0���
+4�2� and J0=D0����2 /
. The first sum runs over all pairs of
nearest neighbors and the Hamiltonian has a first-order phase
transition for �=1, corresponding to the austenite/martensite
transformation. In order to include disorder in the model, we
propose the Hamiltonian

H = − 

�i,j

Jij���SiSj + 

i

�i���Si
2, �2�

where the Jij’s and �i’s are distributed according to two in-
dependent, temperature-dependent, Gaussian distributions
with respective means �J0��� ,�0���� and variances �J

2 ,�
2 �

P�Jij� =
1

�2�J

exp	−
�Jij − J0����2

2J
2 � , �3�

P��i� =
1

�2��

exp	−
��i − �0����2

2�
2 � . �4�

We study the model within equilibrium statistical mechanics
and average the free energy over the disorder distribution. As
disorder is typically included by adding randomness in the
transition temperature, an improved version of our model
would thus consider correlations between the two distribu-
tions. For the sake of simplicity, we only consider indepen-
dent distributions. We note that Hamiltonians that contains
temperature-dependent coefficients have been previously
studied, in particular, the �4 field theory with temperature-
dependent coefficients and the discrete Ising model with
temperature-dependent interactions.24 These Hamiltonians
have been investigated without the need for any special
treatment—the statistical averages are performed in the usual
way, the partition function is a functional integral of the
Boltzmann weight exp�−
Hef f����, and the Landau mean-
field approximation is a saddle-point approximation to this
integral.

III. MEAN-FIELD PHASE DIAGRAM

We calculate the mean-field free energy of this model us-
ing the replica method and the derivation is closely analo-
gous to that of the Sherrington-Ghatak �SG� model.14 How-
ever, our model has � random and a nonzero J0 that yields
a ferromagnetic/martensite phase, in addition to the
paramagnetic/austenite phase. Moreover, the mean values J0
and �0 are functions of the temperature, this is necessary to
obtain the correct first-order transition for �=1 when there is
no disorder. Even for A1=0, this problem is complex and
requires three different order parameters. One can recover
the results of the SG model in the limit �→0 and J0→0.
Using the replica trick identity ln Z=limn→0�Zn−1� /n, stan-
dard calculations yield the mean-field free energy, the de-
tailed calculations are given in the Appendix. The trace for
the replicated system cannot be performed exactly and there-
fore we introduce three mean-field parameters m�= �Si

�n,
p�= �Si�

2 n, and q�
= �Si
�Si


n���
�, where the brackets indi-
cate statistical averages and where � and 
 label n dummy
replicas. We further make the usual replica ansatz that all the
m’s, q’s, and p’s have the same value at the extremum of the
free energy. We dot not consider the replica-symmetry-
breaking scheme here.15,25,26 The mean-field free energy is

f�m,p,q� =
J0z

2
m2 +


2J
2z

4
�p2 − q2�

− T� dxdy

2�
e−r2/2 ln�1 + 2e� cosh �� , �5�

where z is the number of nearest neighbors and r2=x2+y2,

��y�=

2J

2z
2 �p−q�−
��0+�y� and ��x�=
Jx�zq+
J0zm.

Mean-field self-consistency equations can be obtained by
minimizing the free energy Eq. �5�

m =� dxdy

2�
e−�x2+y2�/2 2 sinh �

e−� + 2 cosh �
,

p =� dxdy

2�
e−�x2+y2�/2 2 cosh �

e−� + 2 cosh �
, �6�

q = p −
1

�
� dxdy

2�
e−�x2+y2�/2 2x sinh �

e−� + 2 cosh �

with �=
J�zq.
The solution of the coupled Eq. �6� gives the phase dia-

gram of the original random system shown in Fig. 1. In the
original system, m= �S, q= �S2, and p= �S2, where the bar
refers to an average over the disorder. In addition to the two
usual martensite �m�0,q=0� and austenite �m=0,q=0�
phases, separated by a first-order transition, we predict a
spin-glass phase �m=0,q�0� characterized by the EA order
parameter12 q. The value of the variance � is not relevant to
the topology of the phase diagram, only J is important for
the existence of the spin-glass phase. The salient features in
Fig. 1 are in good, qualitative agreement with the experimen-
tal phase diagram1 on strain glasses. The susceptibility
curves in Fig. 2 show signatures of both the first-order and
second-order transitions. The susceptibility is obtained
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from the fluctuation-dissipation relation �� limh→0
�m
�h

=
��S2− �S2�=
�p−q�. For small values of the disorder J,
there is a jump in these curves corresponding to the first-
order phase transition between the austenite and the marten-
site phases. As the disorder is increased, this peak shifts to
higher temperatures and then vanishes beyond the limiting
temperature �=4 /3. For higher temperatures, the susceptibil-
ity shows a cusp at the second-order phase transition be-
tween the spin-glass phase and the low-temperature ferro-
magnetic or martensite phase. This cusp is the signature of a
glassy transition2,27 that could be measured experimentally
by studying the elastic properties of martensitic alloys as a

function of the excess concentration of one of the constitu-
ents.

The Fig. 3 compares the phase diagram �and microstruc-
ture� obtained using Monte Carlo simulations for a nonzero
value of the stiffness A1, with the ratio

A1

A3
= 1

2 for FePd, to the
mean-field result. The simulations were carried out on a 32
	32 lattice and the topology of the phase diagram is essen-
tially the same as in Fig. 1 except that the martensite region
is now split into two metastable phases consisting of twins
and frustrated twins instead of a unique uniform phase given
by mean-field theory. We also note that martensite transition
temperature is lowered by long-range interactions, as seen in
continuum simulations. However, we note that the mean-
field predicts that disorder has the effect of increasing this
transition temperature, rather than decreasing it, as has been
noted experimentally.1,4 This is a consequence of the way we
have introduced disorder, in the coefficients rather than in the
temperature. A direct Monte Carlo simulation of the model
with disorder in the temperature, rather than in the coeffi-
cient, would be expected to correctly obtain this dependence,
as is typically included in the harmonic strain term in the
original continuum model.

Detailed studies are required to establish precisely where
the transition to a glassy state occurs. Our Monte Carlo re-
sults are qualitative and the precise location of the transition
lines requires further analysis. However, our results on larger
lattices �64	64� show similar trends as do �Fig. 4� our more
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Hamiltonian �2� in the plane �� ,J� for different values of disorder
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phase transitions and solid lines to second-order transitions. The
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and martensite vanishes. We found no glassy phase for J=0 even
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FIG. 3. �Color online� Phase diagram with results of Monte
Carlo simulations with long-range interactions controlled by the
stiffness, A1��=0,A1=4�. The red curves are the mean-field tran-
sition lines for A1=0. The dashed blue line with error bars is the
first-order transition line, determined numerically, between �1� aus-
tenite and ��2� and �3�� martensite. The shape of this line does not
quite have the experimentally observed dependence because we
have added the disorder in the coefficient rather than in the tem-
perature in the Hamiltonian �2�. The martensite phase is separated
by the vertical dash line into two metastable regions: �2� twins and
�3� frustrated twins. The twins are stable for J�2�0.2. A glassy
phase �4� still exists for nonzero, A1, as confirmed by ZFC-FC
experiments. The precise location of the glass transition between �3�
and �4� requires detailed simulations.
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quantitative FC-ZFC simulations1,28 on the microstructure
obtained in the glass phase. We have verified that for large-
enough values of the disorder and no long-range interactions
there is significant history dependence, confirming the mean-
field result that long-range interactions are not necessary to
obtain a strain glass phase. Moreover, the long-range inter-
actions do not favor the glass phase and the glass transition is
shifted to larger values of the disorder as we increase the
elastic stiffness A1. These curves are in good agreement with
other numerical results based on Landau theory.9

We also studied the effects of an external field �stress�, h,
on the strain glass phase that was generated by adding dis-
order with J=3.5. The external stress field is simply intro-
duced by adding the term −h
iSi to Hamiltonian �2�, that
leads to a term 
h in � in Eq. �6�. Figure 5 shows that the
external field favors the ordered martensite state. The trend is
similar to that observed in Ni48.5Ti51.5 alloys where a thermo-
dynamic phase boundary separates the martensite from the
strain glass phase.29 For comparison, we also show in the
inset of Fig. 5 the behavior from the model of the effects of
the field �stress� on a normal martensite transition tempera-
ture without any disorder. This shows that the critical field
for stress-induced martensite decreases linearly as the tem-
perature is lowered. This is consistent with the Clausius-
Clapeyron equation, as also confirmed experimentally.29

IV. RANDOM-FIELD MODEL

We have also studied the effects of disorder through the
addition of a random field, i.e., a random local field distrib-
uted according to a Gaussian distribution of zero mean-field
value and of variance h

2. We thus add a term −
ihiSi to
Hamiltonian �2� with J=�=0. The influence of a random

field on a spin-1 model has already been studied for discrete
distributions of the field30,31 so that the self-consistency
equation for m in this case is

m =� dx
�2�

e−x2/2 2 sinh�z
J0m + 
hx�
e
�0 + 2 cosh�z
J0m + 
hx�

, �7�

and q can be independently calculated from the value of m.
Figure 6 shows the phase diagram obtained for this model.
We find an independent spin phase30 characterized by the EA
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order parameter. This phase is fundamentally different from
the SK spin glass since the spins are not correlated,30 but it
has the features of glass, such as very slow dynamics.32 Al-
though there is no austenite phase for nonzero values of the
disorder, the topology of the phase diagram is not so differ-
ent from that obtained from the previous model. Hence, the
method used to introduce randomness does not have a bear-
ing on the essential features of the phase diagram.

V. CONCLUSION

In summary, we have demonstrated that a strain pseu-
dospin model for the square to rectangle transformation pre-
dicts the existence of a strain glass phase in the presence of
disorder. Our predicted phase diagram from mean-field
theory and Monte Carlo simulations is consistent with the
salient features of the experimental results obtained for many
martensitic alloys. We have introduced disorder in several
ways and our conclusions are quite robust. We find that the
long-range elastic interaction is not necessary for the exis-
tence of the strain glass phase. It, however, competes with
the disorder and moves the glass transition to higher tem-
peratures. By examining the signature in the susceptibility,
we predict a second-order phase transition from the marten-
sitic ground state to the glass phase as a function of disorder,
which can be experimentally confirmed by varying the alloy
concentration. Our evaluated phase diagram tells us the prop-
erties the system would have if it relaxed toward equilib-
rium. Real systems would, of course, possess very slow dy-
namics such that it likely would not be able to reach
equilibrium, but the phase transition may be described theo-
retically by equilibrium thermodynamics. The ZFC-FC
curves and the phase diagrams in the temperature-stress
plane are also consistent with measurements from experi-
ments.

An improved model would consider disorder through the
transition temperature T0 that appears in � rather than in the
coefficients of the Hamiltonian. We expect the universal fea-
tures of the glassy transition to remain true in this model. It
would predict the correct decrease in the transition tempera-
ture as a function of the disorder, as constructed in the con-
tinuum theory. This model with Gaussian distribution of the
disorder is probably too complex to be studied analytically. A
simpler distribution,33 such as P�T0

i �= 1
2��T0

i − �T0+��
+ 1

2��T0
i − �T0−��, with variance 2 could yield better agree-

ment with experiments.
Our approach may be generalized to more complex tran-

sitions in 2D, such as the triangle-to-rectangle, or in 3D to
the cubic-to-tetragonal transition. For these two cases, the
glassy phase would correspond to a three-states clock glass,
also known as Potts Glass.34 It would also be interesting to
investigate out-of-equilibrium properties of our model, both
in the glassy phase35 as well as near the first-order transition
where one expects hysteresis36 and history dependence.

Finally, our study provides the basis for investigating the
rich and technologically relevant behavior that the strain
glass phase shows, namely, the shape-memory effect in a
new regime of the martensite phase diagram.1

ACKNOWLEDGMENTS

We are grateful to the Center for Nonlinear Science at
LANL for support for R.V. and to D. Sherrington, M. Porta,
S. Shenoy, A. Saxena, Y. Wang, and X. Ren for fruitful dis-
cussions. Support of the U.S. DOE under Contract No. DE-
AC52-06NA25396 and NSERC of Canada are acknowl-
edged.

APPENDIX: REPLICA STUDY OF THE RANDOM
CRYSTAL FIELD–RANDOM INTERACTIONS MODEL

We consider the spin-1 Hamiltonian associated with the
two-dimensional square-to-rectangle ferroelastic transforma-
tion in the limit A1=0. It is given by the Eq. �2� where the
Jij’s and the �i’s are distributed according to Gaussian dis-
tributions as defined in the text. We wish to calculate the free
energy averaged over the quenched disorder

− 
F =� �
i

d�iP��i��
i,j

dJijP�Jij�ln Z��Jij�,��i�� .

�A1�

To do so, we use the so-called replicas trick that relies on the

identity ln Z=limn→0
Zn−1

n , where the bar refers to an average
over the disorder. For n integer, Zn is the partition function of
n identical systems, its average is

Zn =� �
i,j

dJijP�Jij�� �
i

d�iP��i�

	Trn exp

�
�



�i,j
JijSi

�Sj
� − 



i

�iSi�
2 � , �A2�

=Trn exp	
J0

�



�i,j

Si
�Sj

� − 
�0

i,�

Si�
2

+

2

2 

�,


�J
2


�i,j
Si

�Si

Sj

�Sj

 + �

2 

i

Si�
2 Si


2 �� ,

�A3�

where � and 
 label n dummy replicas and Trn�¯ �
=
�Si

1�¯
�Si
n��¯ � is the trace over all the spins. The last

term represents effective interactions between the replicas.
We can thus express the free energy as


f = − lim
N→�

n→0

1

Nn	Trn exp�
J0

�



�i,j

Si
�Sj

� − 
�0

i,�

Si�
2

+

2

2 

�,


�J
2


�i,j
Si

�Si

Sj

�Sj

 + �

2 

i

Si�
2 Si


2 �� − 1� .

�A4�

Following the usual replica method, we treat the terms with
�=
 and the terms with ��
 separately. That is, we write
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�i,j



�


Si
�Sj

�Si

Sj


 = 

�i,j



�

Si�
2 Sj�

2 + 2

�i,j



��
�

Si
�Sj

�Si

Sj


,

�A5�

where ��
� are different combinations of � and 
. The rep-
licated system trace in Eq. �A4� cannot be performed exactly,
we thus introduce three mean-field parameters

m� = �Si
�n, p� = �Si�

2 n, q�
 = �Si
�Si


n�� � 
� ,

�A6�

where the brackets indicate statistical averages. We further
make the usual replicas ansatz that all the m’s, q’s, and p’s
have the same value at the extremum of the free energy.
Mean-field approximation consists in performing the re-
placements



�



�i,j

Si
�Sj

� → z

i�
�mSi

� −
m2

2
� , �A7�



�



�i,j

Si�
2 Sj�

2 → z

i�
�pSi�

2 −
p2

2
� , �A8�



��
�



�i,j

Si
�Sj

�Si

Sj


 → z

i



��
�

�qSi
�Si


 −
q2

2
� , �A9�

where z is the number of nearest neighbors. Mean-field ap-
proximation yields the free energy


f = − limN→�

n→0

1

Nn�Trn exp�
2J
2z� 


i,��
�
qSi

�Si



−
Nn�n − 1�

4
q2 + 2


i�

pSi�
2 −

nN

2
p2�

+ 
J0zm�

i�

Si
� −

nN

2
m2� − �0


i�

Si�
2

+

�

2 

i
�


�

Si
��2� − 1� . �A10�

Writing 
��
�qSi
�Si


=q /2��
�Si
��2−
�Si�

2 � and using the
Hubbard Stratonovich identity Gaussian identity exp� a2

2 �
=�−�

+� dx
�2�

exp�− x2

2 +ax� for the quadratic terms, one obtains the
mean-field free energy Eq. �5�. Minimizing the free energy
yields the self-consistency equations �see text�. It is also
straightforward to show that in the original system m= �S,
q= �S2, and p= �S2.
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