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The performance of density functional theory has been widely examined with regard to its ability to predict
the properties of minerals, though less attention has been given to the correct determination of the relative
stability of structurally similar polymorphs. Here a detailed examination is performed of the numerical and
theoretical factors that may influence the structure and relative energetics of two such polymorphs of iron
disulfide, namely, pyrite and marcasite, within density functional theory. Both the local-density approximation
and commonly used generalized gradient approximation exchange-correlation functionals, such as Perdew,
Burke and Ernzerhof �PBE�, are found to predict that marcasite is more stable than pyrite, at variance with
experiment. Allowing for the zero-point energy of vibration fails to remedy this discrepancy. While inclusion
of a sufficiently large Hubbard U parameter for iron is found to reverse the stability, this comes at the expense
of a very poor description of other properties. Examination of three generalized gradient approximations
developed specifically for the solid state, namely, AM05, Wu-Cohen and PBEsol, demonstrates that all of these
functionals offer a superior description of the structures and relative energies of pyrite and marcasite through
correctly predicting that the former is the ground-state phase at ambient conditions.
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I. INTRODUCTION

Iron sulfide minerals are common in nature and can exist
in a variety of forms with varying stoichiometries that range
from the sulfur deficient mackinawite �FeS1−x� through iron-
deficient pyrrhotites �Fe1−xS� to pyrite �FeS2�. In the lower-
temperature environments of the earth’s surface the iron sul-
fide group is particularly complex and a number of
metastable phases become significant in biogeochemical
processes.1 Iron sulfides provide evidence for processes and
fluxes in the global biogeochemical sulfur cycle.

Iron disulfide occurs naturally as two polymorphs. The
cubic pyrite form �Fig. 1�a�� �space group Pa3� is by far the
most abundant of the iron disulfides with the octahedrally
coordinated Fe atoms at the corners and face centers of the
cubic unit cell.2 The less-abundant polymorph is the ortho-
rhombic marcasite form �Fig. 1�b�� �space group Pnnm�. The
coordination environments of Fe and S atoms in marcasite
are very similar to those in pyrite while the difference be-
tween the two structures is found in the linking of Fe-
centered octahedra. In the marcasite structure, the octahedra
share edges forming chains parallel to the shortest of the
three distinct crystallographic axes. Adjacent chains share
vertices and the channels comprised by four adjacent chains
are reduced to a rhomblike cross section by the bridging S-S
bonds.3 The pyrite structure can be obtained from that of
marcasite by rotation of half the S2 groups through 90°.2

Commensurate with the above subtle structural distinc-
tion, the difference in the free energy of formation between
the two polymorphs is very low, with pyrite being
0.04 eV /FeS2 more stable than marcasite at 298.15 K.4 Py-
rite can be synthesized both by high-temperature reaction
between elemental Fe and S as well as by precipitation from
aqueous solution. Marcasite can be synthesized at lower tem-

peratures and more acidic conditions, leading to the general
assumption that the formation and persistence of marcasite is
not due to its thermodynamic stability but to kinetic
factors.5–7 It is proposed by Tossell et al.8 that the effect of
the H+ ion is to withdraw two electrons from the Fe atom and
thereby impart a distorted geometry to the three Fe atoms
coordinated to each S atom of the disulfide group thus pro-
moting the formation of the orthorhombic marcasite struc-
ture.

Pyrite forms in a range of terrestrial environments includ-
ing those associated with massive sulfide ore bodies. It can
contain a range of impurities, including the so-called “invis-
ible” gold that makes it economically important.9,10 In addi-
tion, pyrite is a semiconductor that can be n or p type de-
pending on the impurity species present. Pyrite is a material
of considerable technological interest because of its applica-
tion in photovoltaic devices.11,12 Phase purity is important in
photovoltaic devices since the unusually low open circuit

FIG. 1. Bulk structure of �a� pyrite �unit cell volume 159.04 Å3�
and �b� marcasite �unit cell volume 80.65 Å3� with the unit cell of
each mineral defined by the black lines. Black spheres are iron
atoms and grey spheres are sulfur atoms.
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voltage that has be observed for nanoparticulate pyrite has
been attributed to the inclusion of the marcasite structure.13

Given the desire to ultimately probe the structural and phase
variations in nanoparticles of iron disulfide, it is valuable to
be able to perform accurate computer simulations as a
complement to experimental information. However, the ther-
modynamic and structural similarities of the two polymorphs
of iron disulfide render this system to be a challenging one.
Although there have been several previous theoretical exami-
nations of pyrite and/or marcasite,14 most studies avoid a
discussion of the relative phase stability, indicating that this
may be a problematic quantity. In this study, we will criti-
cally examine the ability of density functional theory �DFT�
based calculations to describe the structure, properties, and
especially the relative phase stabilities of pyrite and marca-
site in order to provide guidance for reliable studies of such
materials.

II. METHODOLOGY

In the present study, we report a first-principles investiga-
tion of the two polymorphs of iron disulfide, pyrite, and mar-
casite, based on Kohn-Sham DFT. DFT has become the de
facto standard for electronic-structure theory in the solid
state and has been widely utilized throughout physics, chem-
istry, and biology.15 It has also been employed very success-
fully in the past to accurately describe the bulk, surface and
electronic properties of numerous minerals.16–18 Pyrite itself
has received much attention from computational methods,
including DFT19–21 and interatomic potential-based studies.22

In contrast, theoretical studies involving the marcasite phase
are very limited with one study comparing the thermody-
namics of arsenic incorporation into pyrite and marcasite.23

The majority of DFT studies to date have only focused on
one polymorph of this mineral, thereby avoiding the difficult
issue of the relative phase stability of two very similar struc-
tures.

Recently, there has been a great deal of research into de-
veloping new exchange-correlation �XC� functionals specifi-
cally designed for solid-state systems. To date, most studies
in the field of minerals have utilized either the local-density
approximation �LDA� to the XC functional, or more recently
gradient-corrected forms, such as the generalized gradient
approximation �GGA�.24 Although hybrid functionals are ex-
tensively used for molecular systems, the greater computa-
tional cost and, until recently, the more limited availability of
Hartree-Fock exchange for periodic systems, has led to fewer
studies of solids based on this methodology.25,26 As a result,
the most commonly used XC functional type remains the
GGA, such as the PBE functional.27,28

It is widely recognized that the majority of GGAs suffer
from systematic errors for solids; for example, the lattice
parameters are often overestimated by approximately 1%.27

This has led to a number of investigations into developing
new XC functionals that are specifically designed for solids
while staying within the GGA framework for reasons of
computational expediency. Armiento and Mattsson24 pre-
sented an improved XC functional �AM05�, which was de-
rived from the energies of an Airy gas and the surface of

jellium. This functional has been demonstrated to yield lat-
tice parameters and bulk moduli that are superior to PBE and
competitive with hybrid functionals.29 Wu and Cohen30,31 ex-
plored the exchange part of the functional and modified the
PBE form to improve the properties in the slowly varying
density limit. This functional has also been shown to be more
accurate than PBE for the lattice constants of solids.32 Most
recently, Perdew et al.27,28 developed the PBEsol functional
that retains the same functional form as the PBE functional.
However, two parameters were modified in order to satisfy
the gradient expansion for exchange that is more relevant for
solids.

In this study we explore a range of DFT-based methods,
including the PBE, PBEsol, AM05 and Wu-Cohen XC func-
tionals, in order to examine their description of the relative
stabilities of pyrite and marcasite. The DFT computations
were conducted using several different approaches in order
to examine the influence of numerical approximations, such
as pseudopotential construction and basis set. Given the
similarity of the two phases, it is essential to ensure that
numerical factors are not influencing the quality of the re-
sults. Reference calculations were performed first using the
full-potential linearized augmented-plane-wave �FP-LAPW�
methodology, within the program ELK, �Ref. 33� in order to
validate the construction of the pseudopotentials for more
extensive calculations based on this approximation in com-
bination with a plane-wave basis set. Here the programs
CASTEP �Ref. 34� and PWSCF �Ref. 35� were utilized. Finally,
in order to examine the prospects for being able to perform
reliable large-scale calculations within linear-scaling density
functional theory, the SIESTA �Ref. 36� methodology and pro-
gram were employed to perform calculations within the lin-
ear combination of atomic-orbitals approximation. The fol-
lowing four sections give an overview of the methodology
and the relevant convergence tests that were performed for
each numerical implementation of DFT.

A. FP-LAPW calculations

All-electron FP-LAPW calculations have been performed
using the ELK code, �Ref. .33�. The FP-LAPW method is
among the most precise DFT-based methods for performing
electronic-structure calculations for crystal structures.37 The
FP-LAPW method divides space into an interstitial region
and nonoverlapping muffin-tin �MT� spheres centered at the
atomic sites. In the interstitial region, the basis set is de-
scribed by plane waves whereas in the MT spheres, the basis
set is described by radial solutions of the one-particle
Schrödinger equation and their energy derivatives multiplied
by spherical harmonics. A plane-wave cutoff in the intersti-
tial region is limited by kmax=7.0 /Rmin �where Rmin is the
smallest muffin-tin radius in the unit cell�, which corre-
sponds to a value of 173 eV. The kmax value was increased,
therefore increasing the cutoff from 173 to 295 eV, to test for
convergence. Inside the MT spheres, states are expanded up
to the maximum angular quantum number lmax=12. The
muffin-tin radii were taken as 2.09 a.u. for iron and 1.96 a.u.
for sulfur. Brillouin-zone integrations have been performed
using Monkhorst-Pack grids of 8�8�8 and 8�6�4 for
pyrite and marcasite, respectively.
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The convergence tolerance for the forces of ions during
structural optimization was set to 5�10−5 and convergence
of the total energy was achieved when an absolute change
was lower than 1�10−4 Hartree. Presently analytic stresses
are not available within ELK and so the unit-cell parameters
were optimized by sequential line searches, where the inter-
nal coordinates were fully relaxed for each cell configura-
tion. For marcasite, where there are three independent cell
parameters, the values were iteratively refined until all values
were converged to three decimal places.

B. Pseudopotential-plane-wave calculations

Two different pseudopotential-plane-wave implementa-
tions have been utilized in the present work, namely, CASTEP

�Ref. 34� and PWSCF, �Ref. 35� both employ a plane-wave
basis set for the expansion of the Kohn-Sham valence orbit-
als while the combination of the core states and nuclei are
represented by ultrasoft pseudopotentials. Considering first
the specifics of the calculations performed using CASTEP,
here the ultrasoft pseudopotentials are generated using an
“on-the-fly” pseudopotential generator. This provides the ad-
vantage of being able to test the effect of changing the XC
functional or the Hamiltonian self-consistently within the
present calculations. The valance configuration considered
for sulfur during pseudopotential generation was 3s23p4,
with a single ultrasoft s and p projector and a double ultra-
soft d projector. The atomic-valence configuration for the
iron atoms was 3s23p63d64s2 and thus includes the semicore
states explicitly. The radii for the local and nonlocal compo-
nents were both set to 1.9 a.u.

The kinetic energy cutoff was tested for convergence by
increasing the energy from 300 to 1000 eV in 25 eV incre-
ments and convergence of the relative energies was achieved
at 525 eV. The sampling of the Brillouin zone was carefully
tested. The pyrite phase was tested with 4�4�4, 8�8�8,
12�12�12, and 16�16�16 Monkhorst-Pack grids,38

whereas the marcasite phase was tested with Monkhorst-
Pack grids of 8�6�4, 10�8�6, and 12�10�8. Based
on these convergence tests, a kinetic energy cutoff of 525 eV
was used for both phases of iron disulfide with a 4�4�4
k-point grid for pyrite and an 8�6�4 k-point grid for the
marcasite phase. The charge-density cutoff was set to 2100
eV. The above convergence tests described were performed
using the PBE XC functional. However, similar convergence
properties were found for all XC functionals used. During
geometry optimization, the structure was considered to be
converged when the maximum forces on the atoms were
lower than 0.02 eV/Å and the difference in energy per atom
was lower than 2�10−5 eV.

For the calculations with PWSCF, previously constructed
pseudopotentials for iron and sulfur were utilized �available
from http://www.pwscf.org/pseudo.htm�. The iron pseudopo-
tential was generated for a partial ionized configuration of
3d6.54s14p0 while the sulfur pseudopotential was generated
for the same neutral configuration as reported for CASTEP.
These pseudopotentials were generated based on the PBE
functional and therefore only used for calculations based on
this GGA form. A series of convergence tests were per-

formed to ensure that the kinetic-energy cutoff and number
of k points were sufficiently high enough so that any increase
would not affect the accuracy of the calculations. The
kinetic-energy cutoff was examined over the range of 524–
1069 eV. Convergence of relative energy of pyrite and mar-
casite was achieved for a cutoff of 664 eV. The charge-
density cutoff was set to 2656 eV. Similar convergence tests
of the Brillouin-zone sampling to those described above
were repeated for the present numerical implementation,
leading to the same choice of Monkhorst-Pack grids, as ex-
pected.

C. Linear combination of atomic-orbital calculations

Here we examine the performance of the SIESTA �Ref. 36�
methodology, which utilizes a linear combination of atomic
orbitals �LCAO� to expand the Kohn-Sham wave functions.
Nuclei and core electrons are replaced by norm-conserving
pseudopotentials, which were generated according to the
modified scheme of Troullier and Martins.39 The valence
electronic configurations used in the pseudopotential genera-
tion were 3s23p3.53d0.5 for sulfur and 3p64s23d6 for iron. All
pseudopotentials were regenerated for each XC functional
used in order to ensure proper consistency.

The basis functions were obtained by finding the numeri-
cal pseudoatomic orbitals of the isolated atoms enclosed
within a soft-confined spherical potential.40 The basis sets
employed were of double-� quality for iron and sulfur, ex-
cept for the 3s and 3p orbitals of the sulfur and 3d orbital of
the iron where triple-� quality was required. The basis sets
were optimized with respect to the pyrite structure with pa-
rameters of 0.005 Ry for the energy shift of radial confine-
ment and a split-norm value of 0.1. A full description of the
basis sets used in this study is given in the supplementary
material.41 An auxiliary real-space mesh was used to evalu-
ate terms involving the charge density. An equivalent plane-
wave cutoff of 400 Ry was used to represent the density.

III. RESULTS AND DISCUSSION

A. Structure and phase stability of pyrite and marcasite
based on the PBE functional

The structures of both pyrite and marcasite have been
fully optimized with respect to the lattice parameters and
internal coordinates using the above numerical implementa-
tions of density functional theory. As described in the section
above, the relevant convergence criteria were rigorously
tested before the geometry optimization calculations were
performed. Using the GGA PBE exchange-correlation func-
tion the lattice parameters of both phases of iron disulfide
can be compared with experimental data �Table I�. The cal-
culated lattice parameter for the cubic pyrite structure falls
into two groups. The values derived using FP-LAPW and
SIESTA are very similar to each other while those obtained
from the pseudopotential plane-wave approach are consistent
but indicate a lower unit-cell volume. This difference may
reflect the influence of the pseudopotential approximation
with the norm-conversing form better reproducing the full
potential than the ultrasoft technique. Alternatively, the in-
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completeness of the atomic-orbital basis set may lead to a
fortuitous cancellation of errors within the SIESTA case.

The fact that the PBE-based calculations either underesti-
mate, or are close to, the experimental value might be con-
sidered unexpected, given that PBE typically overestimates
lattice parameters by 1%. However, the experimental value
quoted is for a room-temperature structure determination
while the theoretical data corresponds to absolute zero. The
lattice parameters of pyrite will undergo expansion when
subjected to higher temperatures. Experimental studies of the
lattice parameters of pyrite at different temperatures can be
found, however, the majority of temperatures reported are
between 294 and 300 K.42–44 If we take these lattice param-
eters as a function of temperature and extrapolate to zero
Kelvin, we can estimate that the lattice parameter of pyrite in
the low-temperature limit is 5.281 Å. Thermal expansion of
lattice parameters would not be completely linear due to vi-
brational quantization and so we can anticipate that the
above value is a lower bound to the lattice parameter at ab-
solute zero. Furthermore, natural samples of pyrite are often
found to contain impurities45 and may be
nonstoichiometric,46 and this will also effect the experimen-
tal lattice parameters. For marcasite, the lattice parameters
are more consistent amongst the numerical implementations
with the values for CASTEP being, in particularly, good agree-
ment with those from the FP-LAPW method. Again the cal-
culated values are relatively close to the experimental ones
due to the lack of the thermal-expansion correction.

The values of lattice parameters obtained in the present
work are comparable with other values found in the litera-
ture. Blanchard et al.47 used the CASTEP and SIESTA codes to
calculate the lattice parameters of pyrite using the PBE
exchange-correlation functional and calculated lattice param-
eters of 5.406 and 5.449 Å, respectively, which is consistent
with our data for the plane-wave result. The lower value for
the SIESTA methodology in the present work is due to the use
of improved numerical factors. Recently Blanchard et al.48

calculated the lattice parameters of pyrite using the PWSCF

code and the same XC functional to obtain a value of
5.407 Å.

Regardless of the variations in lattice parameter, it is clear
that the PBE functional predicts that the most favorable

phase of iron disulfide is marcasite �Table I�, which is in
disagreement with experiment. To investigate the origin of
this disagreement with regard to the phase stability, several
possible refinements to the theoretical methodology have
been explored, as described in the following sections.

B. Vibrational contribution to the energy
of iron disulfide phases

The previous calculations considered the relative phase
stability between pyrite and marcasite based only on the 0 K
static energy. To investigate whether finite-temperature and
zero-point energy effects might influence the relative stabil-
ity, we have computed the phonons of both pyrite and mar-
casite. Here we use two methodologies to calculate the dy-
namical matrix, namely, linear response, as implemented in
the PWSCF code, and central finite differencing of the analytic
first derivatives within the SIESTA and CASTEP methodolo-
gies. The phonons were calculated at the � point of the Bril-
louin zone and from the sum of the vibrational frequencies
the zero-point energy �ZPE� of the crystal lattice can be cal-
culated

�
i=4

Nmod

���

2
� , �1�

where � is the vibrational frequency, � is Planck’s constant,
and N mod is the number of modes. A discussion of the
influence of phonon dispersion will be presented later. The
number and symmetries of the Raman and infrared-active
modes of pyrite have been determined using group theoreti-
cal methods.49 The irreducible representations of the vibra-
tions of pyrite are

� = Ag + Eg + 3Tg + 2Au + 2Eu + 6Tu. �2�

The gerade vibrations �Ag+Eg+3Tg� are all active in the Ra-
man spectrum and the ungerade vibrations are divided into
the IR-active �5Tu� and optically inactive �2Au+2Eu� modes,
plus the three acoustic modes. Group theoretical examination
of the marcasite structure yields six Raman-allowed and
seven IR-active zone center phonon modes50

TABLE I. Lattice parameters for the optimized unit cell of the two phases of iron disulfide as computed
according to different numerical implementations of density functional theory with the PBE XC functional.
Relative energies for the phases are also given where this represents the difference between the final relaxed
lattice energies of pyrite and marcasite; a positive value indicates that marcasite is more stable than pyrite.

Pyrite Marcasite

Lattice Parameter Lattice Parameter

Relative energy difference
�eV /FeS2�

a
�Å�

a
�Å�

b
�Å�

c
�Å�

Experimentala 5.418 3.386 4.443 5.424

CASTEP 5.403 3.390 4.435 5.407 0.026

PWSCF 5.407 3.387 4.434 5.404 0.033

SIESTA 5.414 3.398 4.453 5.420 0.037

ELK 5.417 3.386 4.449 5.432 0.028

aReference 3.
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� = 2Ag + 2B1g + B2g + B3g�+ 2Au + B1u + 3B2u + 3B3u� .

�3�

The seven IR-active modes consist of the irreducible repre-
sentations �B1u+3B2u+3B3u� and have had their symmetry
coordinates determined by Lutz and Willich.51

The harmonic phonon frequencies of pyrite and marcasite,
computed at the � point of the Brillouin zone, are shown in
Tables II and III, respectively. There is good agreement be-
tween the frequencies computed by all implementations of
DFT used as well as with experimental data and previous
DFT studies of the pyrite phase.48,52–54 The majority of the
phonon frequencies for pyrite are lower than the correspond-

ing experimental values while for marcasite there is a more
variable distribution.

From Eq. �1� we can calculate the ZPE for both phases of
iron disulfide �Table IV�. It is readily apparent that the zero-
point energy of pyrite is greater than that of marcasite, re-
gardless of method, and thus this term will further contribute
to the discrepancy with experiment. Of course, the above
values are computed based on the � point alone and so it is
important to consider the influence of phonon dispersion.
The highest frequency modes for both pyrite and marcasite
correspond to the stretching modes of the S2 dimers and thus
these will dominate the zero-point energy. Because these
modes are highly localized to a molecular subunit, they only
exhibit weak dispersion across the Brillouin zone and there-

TABLE II. Calculated and experimental frequencies of the transverse optical modes of pyrite �cm−1�
using the PBE XC functional.

Mode Active mode Symmetry PWSCF CASTEP SIESTA Experimental �Ref. 53�

4 Au 203 213 209 199

5–7 IR Tu 215 216 212 215

8–9 Eu 236 238 239 225

10–12 IR Tu 283 287 281 289

13 Au 323 318 323 310

14–15 Raman Eg 328 327 327 344

16–18 IR Tu 331 330 333 343

19–21 Raman Tg 341 341 334 344

22–23 Eu 355 360 354 396

24 Raman Ag 359 364 363 382

25–27 IR Tu 368 365 363 402

28–30 Raman Tg 378 382 374 387

31–33 IR Tu 387 388 381 407

34–36 Raman Tg 427 446 419 433

TABLE III. Calculated and experimental frequencies of the transverse optical modes of marcasite �cm−1�
using the PBE XC functional �in.= inactive vibration�.

Mode Active mode Symmetry PWSCF CASTEP SIESTA Experimental �Ref. 54�

4 Au 207 210 211 in.

5 IR B2u 248 257 256 325

6 IR B3u 279 279 297 293

7 Raman Ag 317 282 297 323

8 IR B2u 323 314 317 404

9 Raman B3g 339 336 318 367

10 Raman B2g 342 338 320 308

11 IR B3u 360 340 361 353

12 IR B3u 373 355 364 387

13 Raman B1g 377 377 370

14 Raman B1g 382 384 374 377

15 IR B2u 385 394 377 432

16 Raman Ag 388 397 396 386

17 IR B1u 409 406 398 404

18 Raman B1g 455 455 455
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fore sampling across reciprocal space will not significantly
change this result.

These results have indicated conventional DFT methodol-
ogy using the PBE functional gives reasonably good agree-
ment between the experimental and calculated lattice param-
eters as well as for the phonon frequencies of the two phases
of iron disulfide. However, the relative stability between py-
rite and marcasite is not correctly predicted and inclusion of
the vibrational contribution to the thermodynamics fails to
correct this error.

C. Effect of the Hubbard U on the relative
phase stability of pyrite and marcasite

Treatment of iron within density functional theory has
long been recognized as problematic, in part because of the
strong correlation/self-interaction error for the localized d
electrons.55 Consequently, this factor needs to be investigated
to determine whether it is responsible for the failure to pre-
dict the correct order of phase stability.

The DFT+U method, developed in the 1990s,56,57 is a
well-established model to describe the electronic structure of
strongly correlated systems. The Hubbard U parameter is the
Coulomb energy cost to place two electrons at the same site,
which alters the one-electron potential locally for the speci-
fied orbitals, here those of the Fe 3d shell, thus reducing the
hybridization with the S ligands. The DFT+U method has
been successfully applied to describing an improved band
gap, magnetic moment, and density of states, as compared
with experimental data, for Fe2O3 �� hematite�,55 and im-
proved band gaps for the rutile and anatase phases of TiO2.58

Here we have performed calculations for the GGA+U
method within the PWSCF code.35 U values from 0 to 8 eV
have been examined, spanning the typical range for this
quantity, and the effect on lattice parameters and relative
phase stability explored. Details of the calculations are iden-
tical to those performed previously, except for the inclusion
of the U contribution.

Although the U parameter can be determined based on a
linear-response approach,59 this leads to a structure-
dependent value and thus potentially different values for py-
rite and marcasite. This strategy, which leads to distinct
Hamiltonians for different solids, is not appropriate for the
calculation of relative energies of phases. Hence, in the
present work we explore the influence of a common U value
within the range of typically utilized values.

As the Hubbard U parameter is increased from 0 to 8 eV
the lattice parameters and cell volume increases for both py-
rite and marcasite �Fig. 2�. As seen in other studies involving

iron sulfides,60 the introduction of the Hubbard U parameter,
has significant effects on the lattice parameter. To our knowl-
edge there is one other study that utilizes the Hubbard U
parameter to study the bulk properties of pyrite.61 Persson et
al. used a Hubbard U value of 3 eV and found that the cell
volume also increased compared to the conventional DFT
and obtained a closer value to experimental data. Our simu-
lations indicate that the best agreement with experimental
lattice parameters is found with a U value of 2 eV for pyrite.

The relative phase stability between pyrite and marcasite
is found to stay in favor of marcasite until the U value
reaches 6.5 eV �Table V�. However, at this U value the unit-
cell volume is 8.5% larger than the experimental values for
both phases of iron disulfide and therefore this is unlikely a
represent a physically realistic choice of the Hubbard param-
eter.

D. Influence of the exchange-correlation functional

From the previous section, it is interesting to note that the
change in the volume of the cell does influence the relative
stability of the phases, even for such similar polymorphs.
The unit-cell volume of the two phases is an important factor
to consider and as previously mentioned the PBE functional
typically leads to an overestimation of the lattice cell param-
eters. Recent developments in DFT calculations of solids
have included the introduction of exchange-correlation func-
tionals for solids and these new functionals lead to a contrac-

TABLE IV. Calculated zero-point energies from �-point phonon
calculations for pyrite and marcasite using the PBE XC functional.

Code
ZPE Pyrite
�eV /FeS2�

ZPE Marcasite
�eV /FeS2�

PWSCF 0.169 0.161

CASTEP 0.171 0.159

SIESTA 0.168 0.158

FIG. 2. Calculated cell volume for �a� pyrite and �b� marcasite
as a function of Hubbard parameter U. The dashed lines represent
the experimental unit-cell volume.
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tion of lattice parameters for certain solids,62 compared with
the PBE XC functional. Typically these functionals yield re-
sults closer to those obtained from LDA, which itself often
describes the density well, but is inaccurate for other prop-
erties. To investigate the influence of the functional, we have
examined the performance of three relatively new GGAs that
are specifically designed with the solid state or surfaces in
mind; specifically these are, in chronological order, AM05,
the Wu-Cohen, and PBEsol functionals.

The PBEsol functional was implemented into the CASTEP

and SIESTA codes for the present work while AM05 has also
been added to SIESTA using the routines made available by
the original authors.24 The most recent version of the all-
electron ELK code also includes all three functionals to be
examined. As an initial test, we compare the results of ge-
ometry optimizations for pyrite and marcasite based only on
PBEsol, and return to consideration of all three functionals
subsequently.

The lattice parameters resulting from the use of the PBE-
sol XC functional all contract in length �Table VI� compared
with the equivalent calculations based on the use of the PBE
XC functional. The magnitude of this contraction is quite
significant, representing approximately a 2% decrease in lat-
tice parameters on average, between the PBE and PBEsol
XC functionals. The resulting decrease in cell volume coin-

cides with a correct prediction of the order of phase stability
between the two polymorphs. All three numerical implemen-
tations concur that pyrite is now the most stable phase, which
implies that the unit-cell volume of two very similar poly-
morphs may be of critical importance. This is further dem-
onstrated by the fact that the ultrasoft plane-wave calcula-
tions yield significantly smaller lattice parameters than the
FP-LAPW and norm-conserving pseudopotential/LCAO
methods, leading to a magnification of the energy difference
by an order of magnitude.

As all three numerical implementations of DFT result in
qualitatively the same behavior, we have used the SIESTA

methodology to examine whether the same correct prediction
of the thermodynamics is also observed with the AM05 and
Wu-Cohen XC functionals �Table VII�. All three XC func-
tionals give good agreement between the lattice parameters
and both the PBEsol and AM05 XC functionals correctly
predict pyrite as being more stable than marcasite. However,
the Wu-Cohen functional still predicts that marcasite is the
ground state, though the magnitude of the energy difference
is close to the level of the numerical uncertainty, let alone the
likely accuracy of density functional theory. To demonstrate
the numerical sensitivity, the CASTEP code also has the Wu-
Cohen functional implemented and a geometry optimization
calculation of the two phases yields an energy difference of
0.0065 eV /FeS2 in favor of pyrite.

There are many studies in the literature that have calcu-
lated the lattice parameters and bulk moduli of a variety of
solids.32,63,64 It is well known that the LDA also underesti-
mates the lattice parameters of solids by 1%.27 Hence, if the
unit-cell volume is the only factor in relative phase stability
then it might be expected that the LDA would yield the cor-
rect ordering for pyrite and marcasite. To test this we have
performed geometry optimization calculations of both phases
of iron disulphide using the LDA XC functional in SIESTA

and obtained a lattice parameter of 5.400 Å for pyrite and
lattice parameters of 3.389, 4.444, and 5.407 Å for marca-
site. The cell volume contracts compared with the experi-
mental data and the PBE XC functional, as expected. How-
ever, the relative phase stability still favors marcasite by
0.031 eV /FeS2. Therefore, it is not only the contraction in
volume of the unit cell but the form of these new functionals
with respect to the limiting behavior in different regions of

TABLE V. Relative stability between the pyrite and marcasite
phases of iron disulfide as a function of Hubbard U parameter. The
relative energy is the difference between the final relaxed lattice
energy of pyrite less that of marcasite; therefore, a positive value
indicates marcasite as being more stable than pyrite.

U
�eV�

Relative energy difference
�eV /FeS2�

0 0.031

2.0 0.030

2.5 0.028

3.0 0.024

4.5 0.012

6.5 −0.010

7.5 −0.021

8.0 −0.027

TABLE VI. Lattice parameters of the relaxed unit cell for the two phases of iron disulfide, as well as the
relative phase stability between pyrite and marcasite, as calculated using the PBEsol XC functional. The
relative energy is quoted as the difference between the final relaxed lattice energy of pyrite less that of
marcasite; a negative value indicates that pyrite is more stable than marcasite.

Pyrite Marcasite

Lattice Parameter Lattice Parameter

Relative energy difference
�eV /FeS2�

a
�Å�

a
�Å�

b
�Å�

c
�Å�

CASTEP 5.315 3.340 4.355 5.324 −0.0117

SIESTA 5.331 3.344 4.385 5.347 −0.0008

ELK 5.333 3.342 4.387 5.384 −0.0014
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the reduced density gradient, which accounts for the correct
prediction of the phase stability between pyrite and marca-
site. Each functional is formed in a different way and a full
and comprehensive review of the construction and perfor-
mance of the new GGA functionals designed for solids can
be found elsewhere in the literature.32,62,63

From this study we observe that all the GGA XC func-
tionals designed for solids predict the correct phase stability
ordering of pyrite and marcasite. Regardless of numerical
issues, the important observation is the trend towards favor-
ing the stability of pyrite, and the strong correlation of the
energy difference with the predicted volume, though with
this not being the exclusive factor, as demonstrated by the
failure of the local-density approximation.

IV. CONCLUSIONS

We have used a variety of DFT-based methodologies and
functionals to study the structure and relative phase stability
of the two polymorphs of iron disulfide, pyrite, and marca-
site. The use of the PBE XC functional, and almost certainly
most other GGAs of the same generation, leads to the in-
crease in unit-cell volume of both phases, which in turn re-
sults in an incorrect prediction of relative phase stability.
Consideration of the phonon contributions to the free energy
is found not to be important in regard to the relative phase
stability. Furthermore, the addition of a Hubbard U fails to

correct the stability difference for physically plausible val-
ues, though it does alter the unit-cell volume.

The use of any of the new generation of GGA functionals,
such as PBEsol, AM05, or Wu-Cohen, results in a contrac-
tion of lattice parameters and increase in stability of pyrite
with respect to marcasite bringing the DFT results in line
with experimental data. Moreover, the AM05 XC functional
has been shown to be very promising for molecular systems,
such as water.65 This indicates that this functional can be
potentially used for a wide range of materials, including con-
densed phases, with the possibility of improved relative en-
ergetics spanning a variety of different applications.

From this initial study we propose that XC functionals
derived specifically for solids or surfaces should always be
used when determining the relative phase stabilities of struc-
tures and is especially important for very similar polymor-
phs. However, a more comprehensive study should be con-
ducted with other minerals, such as the anatase and rutile
phases of titanium dioxide, to determine whether this obser-
vation is more generally true, and which of the XC function-
als best describes the structure and thermodynamics of very
similar polymorphs.
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