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We study the low-energy dynamics of S=1/2 antiferromagnetic Heisenberg clusters constructed by diluting
a square lattice at vacancy concentration p at and below the percolation threshold p*=~0.407. The finite-size
scaling behavior of the average excitation gap, (A)~L™%, where L is the cluster length, is obtained using
quantum Monte Carlo results for an upper bound A* to A, derived from sum rules. At the percolation threshold,
we obtain a dynamic exponent z=3.6*0.1~=2D; for clusters with singlet (S=0) ground state. Here D,
=91/48 is the fractal dimensionality of the percolating cluster. We argue that this large dynamic exponent—
roughly twice that expected for quantum-rotor excitations—is a consequence of weakly interacting localized
effective magnetic moments, which form due to local sublattice imbalance. This picture is supported by an
extremal-value analysis of local spectral gaps, which delivers an exponent relation (between z and two expo-
nents characterizing the local-gap distribution) reproduced by our simulation data. However, the average (A*)
over all clusters, which have mostly ground-state spin S>>0, scales with a smaller exponent than for the S
=0 clusters alone; z=1.5D. Lanczos exact diagonalization for small clusters show that typically, S—S—1 in
the lowest-energy excitations while the dominant spectral weight originates from S— S+1 excitations. Thus,
the scaling of (A*) for clusters with ground state S>>0 does not reflect the lowest-energy excitations but the
higher S — S+1 excitations. This result can be understood within a valence bond picture. To further explore the
scenario of localized moments, we introduce a classical dimer-monomer aggregation model to study the
distribution of nearest-neighbor sites forming dimers (which are the objects used in mapping to the quantum-
rotor model) and unpaired spins (monomers). The monomers are localized and, thus, effective magnetic
moments should form in the spin system. We also study the lowest triplet excitation of S=0 clusters using
quantum Monte Carlo calculations in the valence bond basis. The triplet is concentrated at some of the classical
monomer regions, confirming the mechanism of moment formation. The number of spins (and moment re-
gions) affected by the excitation scales as a nontrivial power of the cluster size. For a dimer-diluted bilayer
Heisenberg model with weak interlayer coupling (where the system remains Néel ordered), there is no sublat-
tice imbalance. In this case we find z=~ Dy, consistent with quantum-rotor excitations. For a single layer at
p<p* we find z=2=D, which indicates that the weakly interacting localized moment mechanism is valid only

exactly at the percolation point. There is a crossover behavior close to the percolation point.
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I. INTRODUCTION

Two-dimensional (2D) antiferromagnets under doping
with nonmagnetic impurities have emerged as interesting
systems with rich possibilities to explore various disorder-
driven phase transitions belonging to different universality
classes.'® Nonmagnetic impurities (vacancies) enhance
quantum fluctuation by reducing the connectivity of the
spins. Many earlier calculations’ for the 2D S=1/2 Heisen-
berg model had indicated that the quantum fluctuation can
become strong enough to destroy the antiferromagnetic long-
range order at a vacancy concentration p,. less than the clas-
sical percolation threshold p*—whence p, would be a
quantum-critical point. However, more recent quantum
Monte Carlo (QMC) simulations of the diluted quantum
Heisenberg model,®? studies of effective classical systems,?
as well as experiments on La,Cu,_,Zn,O, (with nonmagnetic
Zn substituting S=1/2 Cu ions)'? all suggest that long-range
order actually survives all the way up to the percolation point
p*, i.e., p.=p* for the single 2D layer.

The percolating cluster at p* is ordered,” which implies
that the static properties at the dilution-driven transition in
the quantum Heisenberg model scale as in the classical (per-
colation) problem. However, quantum fluctuations lead to
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changes in the low-energy spin dynamics. The critical expo-
nents therefore in general depend on classical percolation
exponents as well as the dynamic exponent z of the quantum
spin clusters.’ The dynamic exponent of the percolating clus-
ter is therefore important and the focus of this paper.

The dynamic exponent governs the scaling of the gap A
between the ground state and the lowest excited state of a
finite cluster. With L denoting the cluster length (defined in
some suitable way for a random cluster with irregular shape),
the gap scales, on average, as (A)~L7% For a clean
D-dimensional antiferromagnetic system on a bipartite lattice
with N (even) sites, every spin can be paired up with a
nearest-neighbor spin on the opposite sublattice to effec-
tively form a “quantum rotor” with angular momentum !/
=0,1 states. In the mapping to a quantum-rotor model,!!
these local degrees of freedom are replaced with angular mo-
menta /; taking all integer values, with the high /; states sup-
pressed due to their energy being ocll-z. The ground state of the
coupled quantum-rotor system is a singlet. If the system is
long-range ordered (but the global rotational symmetry has
not been broken by any external perturbation), then the low-
energy excitations of the coupled rotors (and the Néel or-
dered spin system!?) are those of a single quantum rotor with
mass «N. Thus A~N"1 ie., z=D.
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According to one recently proposed scenario for ran-
domly diluted antiferromagnets,’ the quantum-rotor states re-
main the lowest-energy excitations even at p*, where the
dimensionality D, of the percolating cluster is fractal; z
=D;=91/48."3 Following the discussion above, this would
seem to require that each spin can be paired up into a dimer
with one of its nearest neighbors to effectively form a quan-
tum rotor with /=0 ground state. This situation can be real-
ized in the special case of the dimer-diluted bilayer! in which
two coupled layers are diluted exactly in the same way by
removing interlayer spin dimers. All the remaining spins can
then be paired with spins on the opposite layer. At suffi-
ciently weak interlayer coupling, the ground state of the larg-
est connected cluster of spins in this system is long-range
ordered for p=p™* (Ref. 1) and, thus, the ground state should
fall into the class of quantum-rotor states with gap «N~!.
However, in the case of a single diluted layer (or a bilayer
with interlayer coupling J, =0), there are in general some
“dangling spins” (or more generally, regions with local sub-
lattice imbalance) in which not all spins can be simulta-
neously paired up into nearest-neighbor dimers. One may
still be able to pair spins over longer distances (which would
also imply longer-range interactions between the rotors in the
effective model) but at some point, when very long distances
are required, the mapping to simple quantum rotors should
break down.

Our assertion is that, at the percolation point, there are
regions of spins that effectively form isolated magnetic mo-
ments, which cannot be described within an effective model
containing only coupled rotors. The spatial distribution of
these moment regions and weak effective interactions be-
tween them (mediated by the magnetically inert parts of the
percolating cluster) lead low-energy excitations which are
dramatically different from those of the quantum-rotor sys-
tem. We introduced this scenario and presented supporting
numerical evidence in a recent paper.'* Using finite-size scal-
ing, we found a considerably larger dynamic exponent than
the quantum-rotor value; z~2Df instead of z=Dy. Here we
provide more details of this work and also expand signifi-
cantly on the previous calculations. We use several different
methods to indirectly and directly examine the low-energy
excitations of different types of clusters, both at and away
from the percolation point.

The conclusion that z=2D, for clusters at the percolation
point is based largely on QMC calculations of an upper
bound A* to the lowest excitation gap A for finite clusters
with singlet (§=0) ground states. The bound is defined using
standard sum rules, discussed in detail in Sec. II B [and sum-
marized as Egs. (6), (9), and (10)]. The bound is exact, A*
=A, for a spectrum with a single mode and is known to scale
with the system size in the same way as A more generally,
e.g., in the clean Heisenberg model.?? It can be evaluated for
large clusters using QMC calculations, in contrast to the ex-
act gap, which is difficult to evaluate directly (because it is
dominated by statistical errors if the gap is small). We also
found that the probability distribution of local gaps A; (also
defined using a sum rule) scales with the system size.'* De-
fining €=A,L* (where the exponent is determined from
simulation data and is a = 2.8 for S=0 clusters), the distribu-
tion P(g;) is size independent. Moreover, the low-energy tail
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of this distribution is well described by a power law, P(e;)
< e’, with w=1. Analyzing the local gaps using extremal-
value statistics, we found that the dynamic exponent should
be related to the parameters of the local-gap distribution ac-
cording to z=a+Dy/(w+1). Our simulation results satisfy
this exponent relation remarkably well. The applicability of
the exponent relation supports the notion that the low-energy
excitations involve a number «n finite regions (containing
the effective moments) while an exponent a>0 shows that
individual excitations are not localized (since for localized
excitations the energy should be independent of L for large
L). The effective moments should be located in regions of
imbalance in the number of spins on the two sublattices and
many moments can be involved in an excitation. The value
of the exponent a reflects the way in which the weak inter-
actions between the effective moments involved in a particu-
lar excitation decrease with increasing system size, as these
moments become further separated from each other.

In this paper, we report scaling results for larger clusters
than previously and also compare results for clusters con-
structed in different ways. On the bipartite square lattice, we
denote the number of sites on sublattices A and B as n, and
ng, respectively. The ground state has spin S=|n,—ng|/2. We
analyze in detail both S=0 and S>0 clusters at the percola-
tion point p*. We use the gap upper bound A* from sum
rules, as well as Lanczos exact diagonalization results for the
excitation spectrum. For clusters with ground-state spin S
>0, we point out that the spectral weight entering in the
sum-rule approach is dominated by S—S+1 excitations,
whereas the lowest-energy excitations typically correspond
to S— S—1. The quantity A" in this case describes only ex-
citations where S— S+ 1, for which we find z= 1.5D; based
on finite-size scaling. However, the lower S— S—1 excita-
tions most likely follow the same z=~2D; scaling as the §
=0—1 excitations of n,=ng clusters. We also discuss results
for the dimer-diluted bilayer at p*, as well as the single layer
at p<p". For these systems, we observe behavior consistent
with quantum-rotor excitations (although other scenarios,
e.g., fractons,!>!¢ are also possible).

To explain the existence of localized moments in the per-
colating cluster, we here also introduce a classical dimer-
monomer aggregation model to study the purely geometrical
local sublattice imbalance, which we believe is at the heart of
this problem. The dimers correspond to nearest-neighbor
sites that can form minimal local quantum rotors and the
monomers lead to “dangling” spins that are, due to local
sublattice imbalance, left over after the maximum number of
dimers has formed. The monomers, individual ones or
groups of several of them, can lead to effective magnetic
moments in the spin system. We find that the classical mono-
mers indeed are confined within regions of finite size, both at
and away from the percolation point. The anomalous dynam-
ics with z=2D in the single-layer quantum spin system at
p* should therefore be a consequence of localized quasifree
magnetic moments interacting very weakly because of the
vanishing spin stiffness of the percolating cluster.” Away
from the percolation point, the moments can lock to the glo-
bal Néel order of the cluster (as a single magnetic impurity in
two dimensional is known to do'”'®) and do not form an
effective independent low-energy system.
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To further investigate the nature of the excitations of the
quantum spins and their relationship to the classical mono-
mers, we have also applied a projector QMC method in the
valence bond basis!® to directly study the triplet excitations
of clusters with singlet ground states. In the valence bond
basis, a triplet state can be described by a lone triplet bond,
the location of which fluctuates among the background sin-
glet bonds. We find that the triplet bond is indeed predomi-
nantly localized at a subset of the classical monomer regions.
The total size of the excitation (i.e., the number of spins
involved in it) is not finite, however, but grows with the
cluster size according to a nontrivial power law.

The outline of the rest of the paper is as follows. After
defining the spin models and describing several computa-
tional methods in Sec. II, we present results of both Lanczos
exact diagonalization and sum-rule QMC calculations for
single-layer clusters at p=p* in Sec. IIL. In Sec. IV we dis-
cuss the distribution of spectral weight in the dynamic struc-
ture factor originating from excited states of different total
spin, using Lanczos exact diagonalization as well as an ap-
proximate analysis based on valence bond states. We discuss
scaling results for percolating bilayer clusters in Sec. V and
for single-layer clusters away from the percolation point in
Sec. VI. The classical dimer-monomer aggregation model is
discussed in Sec. VII and results of the valence bond projec-
tor QMC simulations of triplet excitations in Sec. VIII. We
conclude in Sec. IX with a summary and discussion.

II. MODEL AND METHODS

The Heisenberg Hamiltonian on a single-site-diluted layer
is given by

H=J2 888;-S,, (J>0), (1)
(i.j)

where (i,j) denotes nearest neighbors on a 2D square lattice
and &;=0 (vacancy) and &=1 (magnetic site) with probabil-
ity p and 1—p, respectively. We study clusters with two types
of boundary conditions. In open-boundary L X L systems, we
start with all magnetic sites and introduce vacancies with
probability p. We study the largest cluster of connected mag-
netic sites. The number of spins n in such clusters fluctuates
and scales as {n) ~ LPs, with D;=91/48. We also study clus-
ters grown on an infinite lattice. Starting from a single mag-
netic site, we add more sites to the cluster with probability
1-p by transversing along the boundary sites, leaving sites
unfilled with probability p but flagging each site as visited
(so that sites assigned as vacancies are not visited again).
This procedure terminates at random at some stage where all
neighbors of the cluster have been assigned as vacancies. We
only keep clusters of some desired target size n. These clus-
ters have a characteristic average length (L) (defined, e.g., as
their radius of gyration) such that no(L)"r. The two types of
clusters will be referred to as L X L and fixed n, respectively.
In Ref. 14, we only studied fixed-n clusters. Here we also
consider the LX L variant to check whether the finite-size
scaling properties depend on the boundary conditions in the
cluster construction. For p<p*, we consider only the L X L
clusters because the fixed-n construction rarely terminates at
reasonably small # in this case.
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Under each type of boundary condition, we further con-
sider two different ensembles of sublattice occupations; 7,
=np in which case all clusters have ground-state spin §=0, as
well as arbitrary n=n,+ng (with the distribution give by the
cluster construction), corresponding to ground-state spin S
=|n,—ng|/2. The latter ensemble includes also the S=0 clus-
ters.

A bilayer cluster is constructed by coupling two identical
single-layer clusters with an interlayer coupling constant J | .
The Hamiltonian is thus

H=J<E> 85(S1iS1j+ 85+ 82) +7, 2 881+ Saiv (2)
1] 1

where the subscripts 1 and 2 refer to the two layers. Also in
this case we can study L X L or fixed-n clusters but, in con-
trast to the single layer, the ground state of a bilayer cluster is
always a singlet because each spin can be paired with its
neighbor in the opposite layer. We consider small coupling
ratios J | /J, for which the ground state has long-range order.'

Here our main interest is in the energy gap A between the
ground state and the first excited state, which in the case of
an ny=ng cluster is a singlet-triplet gap. For clusters with
general ny,ng such that S=|n,—ng|/2>0, the lowest excita-
tion can have total spin §'=S-1, S, or S+1. In addition to
the gap, the distribution of the spin S’ of the lowest-energy
excitation is also interesting. We will also study the localiza-
tion properties of the excitations very explicitly, by formu-
lating the problem in the valence bond basis and carrying out
unbiased quantum Monte Carlo calculations of S'=1 excita-
tions of clusters with S=0 ground states.

To calculate the gaps, we use both direct and indirect
(approximate, through sum rules) estimates, using the meth-
ods discussed in Secs. I A and II B. In Sec. I C we will
introduce the valence bond QMC scheme for directly imag-
ing the spatial distribution of triplet excitations.

A. Exact diagonalization

The most straight-forward approach is to diagonalize the
Hamiltonian numerically in sectors of different magnetiza-
tion,

m,= >, 8%, 3)
i=1

using the Lanczos method. However, for irregular clusters
(without lattice symmetries to exploit for block diagonaliza-
tion), this can be done in practice only for up to n =20 spins,
due to the rapid growth of the matrix sizes with n (consider-
ing also that we have to average over a large number—
typically thousands—of random-cluster realizations). Never-
theless, such calculations are very useful and give some
important insights into the role of dangling spins in low-
energy excitations.

In addition to studying the level spectrum, focusing on a
few low-lying states and calculating their total spin to clas-
sify the excitations, we also compute the full dynamic spin
structure factor (in the standard way with the Lanczos
method, as described, e.g., in Ref. 20),

054417-3



LING WANG AND ANDERS W. SANDVIK

S(q,0) = 2 [(m|S5[0)2 8w + Ey - E,,), )

where Sfl is the Fourier transform of the spin operators,
1 4
So= 2 €SS 5)

In a clean Heisenberg antiferromagnet on a bipartite lattice,
the lowest excitation is a triplet at g= (7, 7). We can use this
wave vector also for the diluted system, although the mo-
mentum is no longer conserved, i.e., the energy eigenstates
|m) in Eq. (4) are not classified by the quantum number q but
the spin operators Sf1 are still completely well defined. We
expect S(m,7,w) to exhibit the largest spectral weight for
the low-energy excitations since these should involve out-of-
phase fluctuations of neighboring spins. As we will see in
Sec. III C, the dynamic structure factor is of great utility in
judging the validity of our sum-rule-based approach for an
upper bound of the energy gap, which we discuss next.

B. Quantum Monte Carlo and sum rules

We use the stochastic series-expansion (SSE) QMC
method?! to calculate quantities which are closely related to
the gap. An upper bound A™ to the ground-state energy gap A
can be obtained using the static spin structure factor S(q) and
susceptibility x(q) at the staggered wave vector q=(, ),

A" =28(m,m)/ x(m,m) = A. (6)

For a cluster of n sites the static staggered structure factor is
computed according to

n 2
1
S(m,m) =~ (E (- 1)¢fo) (7)
n i=1
and the corresponding susceptibility as

u B
2 (1)l f drSi(1S;(0) /., (8)

1
x(m,m) =~
o\ =1 0

where ¢;=x;+y; gives the staggered phase, with x; and y; the
(integer) site coordinates.

The upper bound to the gap [Eq. (6)] follows from the
well-known sum rules,

f dwS(q,0)=S(q), )

0

> f 9 @) = x(@), (10)
0 w

which, in the way written here, are valid at temperature T
=0 for any wave vector q. In a system with a sole triplet
mode (a hypothetical situation) with energy wq, we get
25(q)/ x(q)=wq. Any spectral weight above this lowest
mode will render the ratio larger than wg. For a clean system,
the lowest quantum-rotor state is at q=(,7) (whereas at
other wave vectors spin waves are the lowest excitations). As
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we discussed above, we expect q=(m,m) to be the best
choice for examining low-energy excitations also in the di-
luted system and we here focus exclusively on this case.

The staggered structure factor and susceptibility can be
efficiently calculated with the SSE method with “operator-
loop” updates.?! Disorder averages are subsequently calcu-
lated for the ratio in Eq. (6) (where, it should be stressed, we
first evaluate the ratio separately for each cluster in order to
obtain the gap bound specifically for each of them and then
take the average) using, typically, thousands of random real-
izations of either the largest cluster on L XL lattices or
fixed-n clusters.

For a clean Heisenberg antiferromagnet, A* is known?? to
scale with the system size as the true gap; (A*) ~(A)~ L™,
This is because the dominant spectral weight is at the very
lowest excitation energy—the spectral function in the ther-
modynamic limit has a delta function at the lowest energy,
followed by a continuum at higher energies. We expect simi-
lar spectral features in the percolating cluster and suspect
that A* should scale as A (and will show supporting numeri-
cal results in the next section). At the very least, if the true
power-law behavior is (A)~ L ~n""Ps, then the value 7
extracted from finite-size scaling of A* must be a lower
bound to the true dynamic exponent. Actually, in Sec. III we
will use Lanczos results for the dynamic structure factor on
small clusters to show that the finite-size scaling of A* does
not reflect the true lowest-energy excitations in the case of
S>>0 clusters but all indications are that the sum-rule ap-
proach is valid for S=0 clusters.

We will also study an effective local (site-dependent) ex-
citation gap

Aj=2—, (11)

which is analogous to the gap bound [Eq. (6)] but here the
“local structure factor” is just a constant; S;=(S7)>=1/4. The
local susceptibility yx; is defined as

B
Xi =f d=(S;(1)S;(0)). (12)

0

Although the imaginary-time-dependent correlation function
(S3(7)S3(0)) is asymptotically, for 7— o, dominated by the
lowest excitation, in practice the integral will be dominated
by the excitation(s) which predominantly affects the given
site i. For a disordered system, different sites can be affected
by different excitations and A; then represents a typical en-
ergy scale of excitations affecting spin i.

We should note that for clusters with ground-state spin
S>0, the grand-canonical SSE method samples over all
magnetization sectors —S=m_=S.2! We therefore have to
subtract the static (w=0) contributions in Egs. (7), (8), and
(12) arising from a nonzero m, i.e., in Eq. (12) we subtract
B(S%)? computed in the different m, sectors and averaged
over all m,.

The SSE method operates at 7> 0 but we can achieve the
T—0 limit by choosing T sufficiently low for all quantities
of interest to converge. We use a “8 doubling” procedure’ in
which the inverse temperature is successively doubled until
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there is no longer any detectable dependence of calculated
quantities on B. Since the dynamic exponent is large, the
temperature 7<<A has to be very low indeed for large clus-
ters. As an example of the ultralow temperatures required,
the largest B we use for n=512 clusters with S=0 is
=2"9=5X%10°. Since the simulation (CPU) time and
memory usage scale essentially linearly in both 8 and n,
these calculations are quite demanding. Fortunately, the SSE
code for the isotropic Heisenberg model can be effectively
parallelized?} and we have run most of the simulations on a
massively parallel computer very well suited for these
calculations.?*

When studying disorder averaged static properties, the
SSE runs for each individual cluster can be rather short. As
long as each run is properly equilibrated (for which the
[B-doubling procedure also helps®), the average over many
realizations will give an unbiased estimate to any simple
average, e.g., a spin correlation function. However, when
computing nonlinear functions involving several quantities,
such as the ratio [Eq. (6)], the statistical errors introduce a
bias. It is therefore important to collect sufficient statistics
for the individual clusters. We have compared results of runs
of different lengths in order to make sure that the results
presented here do not suffer from significant bias effects.

C. Valence bond projector Monte Carlo

To study the nature of the lowest triplet excitation of clus-
ters with S=0 ground states, we apply a valence bond pro-
jector Monte Carlo method.!>? This method has been de-
scribed in detail in recent papers’®?° and we here only
review the elements necessary to understand the way we can
access the triplet excitations and study their spatial distribu-
tion on the clusters.

First, consider the singlet ground state |0),, which we
want to project out from a singlet “trial” state |W),. The latter
has an expansion in all singlet energy eigenstates,

(W) =2 e ln)s. (13)

n

In the standard way, if the ground-state energy is the eigen-
value of the Hamiltonian which is the largest in magnitude,
which can always be assured by subtracting a constant from
H (which we assume has been done, if necessary), the
ground state can be projected out by applying a high power
of H to the trial state,

P P afEr\’
(= H)F|®) = co(= Eo)"| [0+ —| — | [Ds+--- |, (14)
co\Eg
where we include the minus sign because normally Ey<<0.
For large P all the excited states are filtered out because the
ratios |E,/Eo|<1.
Valence bond basis states are products of N/2 singlets,

(i) = (11— LT N2, (15)

where we consider the first, i, and second, j, spins to always
be on sublattices A and B, respectively. The trial state is thus
expressed in this overcomplete basis as
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|\P>5 = E Wv|(illj’jll))’ ’(i;)V/Z’jKJ/Z» = E WU|VU>’ (16)

where v labels all the different tilings of the cluster into
valence bonds, of which there are (N/2)! different ones, and
we have introduced the short-hand notation |V,) for a va-
lence bond basis state.

For a trial state in a ground-state projector calculation, it

is convenient to use an amplitude product state,”’® where
the expansion coefficients are given by
wy = [T aCeyy o), (17)

X,y

where h(x,y)>0 and n,(x,y) is the number of bonds of size
(x,y) in the configuration, i.e., the length of the bond is r
=(x2+y*)"2. Note that it is not necessary to normalize the
trial state (which would anyway be difficult to do).

For the clean 2D system, the optimal amplitudes are trans-
lationally invariant and decay as h(r) ~r~3.2® For random
clusters, the optimal amplitudes are naturally not translation-
ally invariant. While the average bond probabilities (which
are related to the amplitudes) decay with r, for any given
cluster there are typically some regions spanned by long
bonds (a feature intimately connected with the low-energy
physics, as we will discuss in Secs. IV and VIII). One could
in principle optimize all the on” different amplitudes for
each specific cluster. However, the effort involved in indi-
vidual optimizations for hundreds or thousands of clusters
does not necessarily pay off, compared to just projecting the
trial state with a somewhat larger power P of H. We here use
a very simple trial state with all i(x,y)=1.

To carry out the projection using Monte Carlo sampling,
we write the S=1/2 Heisenberg Hamiltonian in terms of
singlet projection operators on all the pairs b of nearest-
neighbor sites (i(b),j()),

1
Hb = Hi(b),j(b) = — (Sl(b) . S](b) - Z) (18)

and write the projection operator in Eq. (15) as

Ny, p
(—H)P=(E H,,) =27, (19)
b=1 r

where

Pr:Hb:n“.Hbthrl (20)
denotes the possible strings, r=1,... ,Nf , of the singlet pro-
jectors.

When a singlet projector H;; acts on a state with a valence
bond on the two sites i, j, the state remains unchanged with a
matrix element of unity; we call this a diagonal projection. If
the operator acts on a state with no valence bond on the two
sites, then the two bonds (i,k) and (/,j) connected to i, are
broken, and new singlets (i,j) and (I,k) are formed. This
process has matrix element 1/2 and we call it an off-diagonal
projection. Thus the projection rules are

Hyl- () ) =) ), (21)

054417-5



LING WANG AND ANDERS W. SANDVIK

H[j|"'(i,k) (l,]) - %|(1,]) (l,k)> (22)

Acting on a component |V,) of the trial state, a string P,
effects a number of rearrangements [Eq. (22)] of pairs of
valence bonds, resulting in another valence bond basis state
which we call |V, (r)),

PV =W, |V, (). (23)

Here the “projection weight” W, for a combination of op-
erator string P, and state |V,) is given by the number
myga,r) of off-diagonal operations [Eq. (22)] in the course
of the projection,

W, = 2—moﬁ{u,r) . (24)

The expectation value of an operator A can be written

> 2wV, PIAPIV,)

ab rl

E 2 Wawb< Vb|P;Pr| Vu>

ab rl

E 2 WaWbWaerl<Vb(l) |A|Va(r)>
ab rl

= .25
E E WaWbWaerl<Vb(l)|Va(r)>
ab rl

(4)

where w, and w,, are the weights computed according to Eq.
(17) for the bonds in the states |V,) and (V,| in the expansion
[Eq. (16)] of the trial ket | W), and bra (W] states.

The sampling weight to be used in Monte Carlo calcula-
tions of Eq. (25) is

W((l, b,r, l) = WaWbWaerl<Vb(l)|Va(r)>7 (26)
where the overlap of the two projected states is given by
VDIV, (r) =272, (27)

where N, is the number of loops formed when the bond con-
figurations of the states |V, (r)) and (V,(I)| are superimposed
(forming the transposition graph?’). Simple sampling proce-
dures for the operator strings and trial state bonds are de-
scribed in Refs. 19 and 26. More efficient sampling methods
have been developed recently,”® which we use but do not
discuss here.

For the purpose of the present paper, the most interesting
aspect of the valence bond projector scheme is the fact that
we can easily extend the scheme to also study a triplet state.
A trial wave function in the triplet sector can be expressed in
the overcomplete basis of a lone triplet bond among N/2
—1 singlets. We denote a zero-magnetization triplet by
square brackets,

[ij]= (1,1, + LT )2 (28)

and expand the triplet trial state as
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N2
|‘P>z = E WUE |(ilf’jl1) T [ifn’jlr)n] T (ill)\//z’j})v/z»
v m=1
N2
=2 w2 Vo, (29)
v m=1

where the normalization is again irrelevant. Here we use the
same expansion coefficients—the amplitude products [Eq.
(17)]—as in the singlet trial state. Note that for a clean sys-
tem, the singlet state [Eq. (16)] has momentum k=(0,0),
whereas the triplet [Eq. (29)] has k=(a, 7). These are the
known momenta of the lowest states in the two spin sectors
(with the triplet being the lowest member of Anderson’s
tower of quantum-rotor states'?). The wave-function signs
corresponding to Egs. (16) and (29) should be correct for the
lowest singlet and triplet states also for a diluted system
since all conditions for Marshall’s sign rule [which corre-
sponds to all positive expansion coefficients in Eq. (29)]
(Ref. 30) remain valid.

When acting on a triplet bond, the singlet projector H;
destroys the state while the action between a singlet bond
and a triplet bond is very similar to the pure singlet rules [Eq.
(22)]. The two triplet rules are

Hjl-[i,j]--) =0, (30)

Hij|' . '[i,k] . (l,j)' )= %| (l,]) Cee [l,k]' . > (31)
In the projector method, it is straight forward to convert one
bond of the singlet trial wave function into a triplet and trace
its evolution. The triplet states that survive after all P opera-
tions [i.e., that are not destroyed by a diagonal operation, Eq.
(30)] are used to measure properties in the triplet sector. To
measure triplet expectation values, we have to project triplets
like this both in the bra and ket in the triplet version of Eq.
(25). We also have to check the overlap [Eq. (26)] of the
surviving triplet states. One can show that the two triplet
bonds have to be in the same transposition-graph loop in
order for the overlap to be nonzero and it is then equal to the
singlet overlap [Eq. (27)]. For surviving pairs of triplets, the
weight of the triplet configuration is the same as that of the
original singlet one. One can therefore sample the configu-
rations in the singlet sector and carry out measurements with
all the surviving triplets without reweighting. This is one of
the strengths of the valence bond projector method.

There can still be problems with this approach because
the number of surviving triplets decreases with the projection
power P [because the probability of a triplet to be destroyed
by a diagonal triplet operation, Eq. (30), increases]. It helps
considerably that the starting trial state can have the triplet at
N/?2 different locations, in both the bra and the ket states, and
as long as one pair out of the total of (N/2)> combinations
survives (and gives nonzero overlap), we can collect statis-
tics. One can carry out the summation over triplet locations
m in Eq. (29) efficiently, without introducing any additional
factor N/2 in the computational effort, in a single traversal of
the operator sequence.
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FIG. 1. (Color online) Results for two different clusters, visual-
ized with color scales, of the QMC sum-rule approximation of local
gaps A; (left) and valence bond projection calculation of the triplet
density p; (center). To the right, the clusters are shown covered with
dimers (pairs of spins enclosed by ovals) and left-over monomers
(black circles). The black circles inside ovals indicate other possible
locations of the monomers, corresponding to alternative maximal
dimer coverings (which here always corresponds to two left-over
MONOMETS).

In some cases it can still happen that the triplet quantities
of interest have not converged well to the P — o0 limit before
the triplet survival probability becomes too low to be useful.
This is not a serious problem in the present application, al-
though an extrapolation to infinite P based on several calcu-
lations with reasonable triplet survival probability is neces-
sary to ensure that the results represent the lowest triplet. An
exponential asymptotic convergence can be expected based
on Eq. (15). We will discuss the convergence with P in more
detail in Sec. VIII, where Fig. 17 shows examples for rela-
tively large clusters, for which P on the order of 10°-10*
times the cluster size n is required to reliably extract the
properties of the lowest triplet.

We will discuss the spatial distribution of the triplets.
The surviving triplet states have the triplet bond located
at two particular sites (which can be different in the ket
and the bra, and we do the measurements in both of
these states). In a random system, the average triplet den-
sity will not be uniform and provides a very concrete mea-
sure of the localization properties of the lowest triplet exci-
tation.

Note that the distribution of the m_ =0 triplet bond is
equivalent to the magnetization distribution in a state with
m,=1, which could also be studied using the SSE method at
low temperatures (e.g., by including a weak magnetic
field®!). However, the valence bond states also contain other
relevant information, e.g., the statistics of the length of the
triplet bond, which can only be accessed in the valence bond
basis and which will be useful for analyzing the nature of the
excitations (as we will do in Sec. VIII).

D. Examples

Having introduced the technical aspects of all the meth-
ods, we now present illustrative results for two small clus-
ters. This will help to clarify the subsequent analysis and
discussion of results for larger clusters.

The local gaps A; and the triplet density p; are visualized
for two different clusters in Fig. 1. Here the color scales were
created separately for the two clusters, with the minimum
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and maximum values for each quantity on a particular cluster
corresponding to the extrema of the scales shown (and, thus,
the plots should only be used to examine the variations
within the clusters, not comparing the values for the two
clusters).

The two clusters differ qualitatively in a way which is
directly related to our arguments pertaining to a low-energy
scale. The lower cluster can be completely subdivided into
pairs of nearest-neighbor sites (dimers, represented by
ovals), whereas the upper one has two dangling spins left
(monomers, shown as black circles outside ovals) after the
sites have been paired up as much as possible. The pairing
into dimers is not unique—the black circles inside ovals
show all other possible monomer locations for this cluster. In
all cases there are two monomers in two separate regions.
The classical dimer-monomer aggregation model discussed
in Sec. VII contains the statistics of the distribution of the
monomers. Our main argument is that the presence of mono-
mer sites leads to small gaps, i.e., a large dynamic exponent.
For the two clusters shown, the exact gaps are 0.039J and
0.276J, respectively, for the cluster with and without mono-
mer sites. The gap upper bounds A™ are 0.076J and 0.35J.
While, in particular, the former is quite far from the exact
result (in a relative measure), the difference between the two
clusters is still large.

Large clusters are likely to have dangling spins and the
top cluster in Fig. 1 is therefore the more interesting
case. One can clearly see a strong correspondence between
small local gaps and large triplet density, and they both
coincide very well with sites where monomers can be lo-
cated. Although this is in accord with the notion of mono-
mers leading to finite regions of spins affected by the exci-
tation, these clusters are clearly too small to give any
meaningful quantitative insights into the localization proper-
ties of the triplet. In the following four sections we will carry
out quantitative scaling analyses of the gaps in different
types of clusters while further discussion of the monomer
and triplet distributions will be postponed to Secs. VII and
VIII, respectively.

III. SINGLE-LAYER GAP SCALING AT THE
PERCOLATION POINT

We here discuss the distribution of exact gaps obtained
with the Lanczos method, as well as SSE QMC results for
the gap upper bound and local gaps. First we consider §=0
clusters (n,=np) and then arbitrary S.

A. Clusters with singlet ground state

Figure 2(a) shows the probability distribution of the loga-
rithm of the exact gap A of n=16 clusters obtained using 4
X 10* samples. We also show results for the upper bound A*
for clusters of the same size, obtained from SSE calculations
for 6 X 103 different clusters. We presented these results in
Ref. 14 and here regraph them in a different way for added
clarity. The A™ curve is visibly shifted up in energy relative
to the A distribution (with the average A*/A=1.5) but the
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FIG. 2. (Color online) Distribution of the singlet-triplet gap A
and its upper bound QMC estimate A* for (a) n=16 clusters, and
the A* distribution for (b) n=32 and (c) n=64.

shapes of the two curves are remarkably similar. The two-
peak structure is related to the dangling spins discussed in
Sec. II D. The large-gap peak originates almost exclusively
from clusters that can be completely partitioned into nearest-
neighbor dimers, whereas the low-gap peak corresponds to
clusters with dangling spins (monomers). Clearly, as the
cluster size grows, it will be less and less likely to find clus-
ters with no monomers and the weight of the high-energy
peak should therefore gradually diminish and be absent for
large clusters. The relative size of the large-A™ peak is indeed
much smaller in the n=32 distribution graphed in Fig. 2(b).
In the L=64 histogram, shown in panel (c), only a single
peak can be discerned (with only a weak tail suggesting
some remaining contributions from no monomer clusters).

Figure 3 shows the size dependence of the disorder aver-
aged (A™) on log-log scales for both fixed-n (top panel) and
LX L (bottom panel) clusters. We also show the typical val-
ues (A*),, obtained by averaging In(A¥) for the individual
clusters. While the typical and average values do not exactly
coincide, for large systems they scale in the same way. Lin-
ear fits to the (A*), data on the log-log scales gives z
=3.6=0.1 for both types of clusters. Here the estimated error
reflects the purely statistical errors of the line fits in combi-
nation with small variations depending on what range of sys-
tem sizes are included.
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FIG. 3. (Color online) Finite-size scaling of the average (A*)
and typical (A™), gap upper bound for §=0 (n4=np) clusters. The
top and bottom panels show results for fixed-n and L X L clusters,
respectively. The lines correspond to the scaling expected with dy-
namic exponent z=3.6 (i.e., the size dependence is ~n~?"s and
~L7%, respectively, for the two types of clusters).

As shown in Figs. 4(a) and 5(a), for fixed-n and LXL
clusters, respectively, not only do the averages and typical
values of A" scale with the system size but the entire distri-
bution can be collapsed onto a common size-independent

*
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FIG. 4. (Color online) Distribution of the logarithm of the (a)
scaled gap upper bound e=A*7n¥Pr and (b) local-gap bound ¢
=An”Ps for fixed-n clusters with ground-state spin S=0. The ex-
ponents are indicated in the panels. The solid lines correspond to
small-gap exponent w=1 and the curve in (a) is a Frechet form.
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FIG. 5. (Color online) Probability distribution of the logarithm
of the (a) scaled gap upper bound e=A*L* and (b) local-gap bound
=A,L° for LX L clusters with ground-state spin S=0. The solid
lines correspond to w=1 and the curve in (a) is a Frechet form.

curve, by scaling the gap estimates with the cluster size. We
define the scaled gap upper bounds for the two types of clus-
ters according to

A*L*, (L X L clusters),

32
A*n?Pr, (fixed-n clusters). 52

E=

As can be seen in the figures, the small-gap side of the dis-
tribution of In(e) is very well described by a power law;
P[In(€)]x e“*!, with w=1. This distribution of the logarithm
of € corresponds to a probability distribution P(e)~ € for
the scaled gap e itself [since the differential d In(e)=de/ €].

We next consider the local gap estimate A, i.e., the in-
verse local susceptibility [Eq. (12)]. Measuring this quantity
at each site, we define size-scaled local gaps,

(L X L clusters),

Al'La, 33
€= An®Pr, (fixed-n clusters). (33)
The probability distributions of In(e;) for different cluster
sizes, based on several hundred clusters of each size, col-
lapse onto each other for a suitably chosen a=2.8, as shown
in Figs. 4(b) and 5(b) for the two types of clusters. The
small-gap tails of the distributions are again very well de-
scribed by a power law; P(€;) ~ €, with the same w=1 as for
the scaled “global” gap bound A*.

It should be noted in Figs. 4 and 5, and in several figures
to follow, that we do not show any statistical error bars for
the individual data points. The statistics (number of counts)
at the low and high ends of the distribution is relatively poor,
which is reflected in some scatter of the data (consistent with
the statistics) around the fitted power laws at the low end.
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FIG. 6. (Color online) Correlations between the smallest local
gap A, and the gap upper bound A™ for clusters of size n=64 and
128. Each data point corresponds to Monte Carlo results for a ran-
domly generated ny=np cluster. The line shows the ideal (single-
mode) case of complete equivalence of the two estimates of the
finite-size gap.

B. Extremal-value analysis

In Ref. 14 we used extremal-value statistics*? (in a way
generalizing a treatment of localized excitations by Lin et
al.¥) and found a relationship between the exponents z, a,
and w. For completeness, we repeat and further clarify our
arguments here.

Our hypothesis is that, for a large cluster of size n, there is
a number =n of regions of sublattice imbalance. These re-
gions act as localized magnetic moments, which interact
weakly with each other through the magnetically inert parts
of the percolating cluster. The excitations of this effective
low-energy system of coupled moments are not localized be-
cause several distant moments can be involved. It is then
natural to expect some size dependence of the local gaps, due
to the dependence of the effective interactions on the dis-
tance between the moments involved in a low-energy exci-
tation, combined with the increasing distance (on average)
between these moments with increasing cluster size. We
posit that this size dependence can be captured by the single
exponent a in Eq. (33).

The actual finite-size gap A for a given cluster should
correspond to the smallest of the local gaps A; for that clus-
ter, for which we use the notation A ;. Of course, the local
gaps that we measure are only approximations; one cannot
unambiguously define a local gap in an interacting system.
Nevertheless, A; reflects the local distribution of spectral
weight and there should be some site i within the regions
affected by the lowest excitation for which A;=A;,~ A (and
ALin=A). In our numerical analysis, A is approximated by
the bound A* and we expect A;,~A". Examining the nu-
merical data, we indeed find a very strong correlation be-
tween the two quantities, as shown in Fig. 6 for fixed-n clus-
ters. Here it can be seen that A, is typically 1.5-2 times
larger than A", which reflects larger spectral weight above
the true lowest excitation energy in the local dynamic struc-
ture factor S;(w) than in S(7r, 7, w). It should be noted that
ALin <A™ is allowed within the sum-rule approach, although
ALin=A has to hold strictly.

We now assume that there is a number M «n of different
local scaled gaps €; and investigate the consequences of this
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in light of the scaling behavior found above. We assume a
probability distribution P(e)=Ae” for some window of
small € (where A is a constant and we consider a more gen-
eral case than just w=1 extracted from the finite-size scaling
of the data). We derive the probability distribution for the
smallest scaled local gap P,(€.;,) for large M~ LPr using
extremal-value statistics.

We should clarify why we assume M «n for the number
of local gaps, instead of just M =n, which is the actual num-
ber of different numerical values A; that we compute for a
given cluster. The distinction will not matter in the analysis
but it has an important physical significance. In our scenario,
a cluster consists of regions with localized moments, which
participate in the low-energy excitations, as well as inert
parts which have only high-energy excitations. The form of
the probability distribution P(€;)=A€” should only hold for
sites i within the moment regions. It is then important in our
analysis that also the number of such sites scales as n (al-
though one could also generalize to M ~n? with y<<1 but
the consistency of our analysis with M «n will show that this
is not necessary). Later, we will provide more concrete proof
that the moment regions are finite and the total number of
spins belonging to moments grows linearly with n.

Note also that in reality the distribution of local gaps must
be cut off (equals zero exactly) below some very small value
for a given finite cluster size. However, this should not affect
the results of the analysis to follow because also the assumed
power-law probability is very small below such a threshold.
We thus expect the results derived below to be valid within
some significant window of scaled gaps e.

We denote the probability of finding a local gap at an
arbitrary chosen site (within one of the moment regions)
smaller than some value x by P_(x). It is given by

P_(x)= f ) P(€)de; = xorl (34)
0

w+1

If one of the scaled gaps €; is the smallest and has the value
€, then all the other (M —1 different) values €;, i #j must be
larger than e. The probability of these M—1 values being
smaller than € is [1-P_(€)]¥~!. Since any of the M values
could be the smallest one, we get a factor of M and finally
the distribution of the €; value is given by P(e;). Thus, the

j
distribution of the smallest scaled local gap is

Py(e)=MP(e)[1-P_(e)]", (35)

which for small € also can be expressed as
d d
Py(@) == —[1-P(] =~ ——e <0 (36)
de de

Using Eq. (34) here gives the Frechet distribution,
Pr(u) = Au® exp[- A(w + 1) 'u®*], (37)

where u=ue. Thus, the probability distribution of the scaled
global gap should be governed by the same exponent w as
the scaled local gaps. The Frechet form can indeed be fitted
to the A™ data in Figs. 4(a) and 5(a), with the same exponent
w=1 as in the local-gap (b) panels but only in the small-gap
region. One cannot expect the Frechet distribution to work
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for large gaps since the local-gap distribution we started
from is linear only in the small ¢; region (and, as discussed
above, we expect the large-gap part of the distribution to be
dominated by excitations of the magnetically inert cluster
regions without moments). The fitted forms in Figs. 4(a) and
5(a) are therefore also not normalized. Nevertheless, it is
encouraging that the data is in agreement with the result that
both the local and global gaps should scale with the same
exponent, which here is w=1.

Let us now use the distribution [Eq. (34)] in a different
way. Since we assume that there are M «n local gaps, the
typical smallest gap should correspond to P_(x) for which
x=M7", ie., x<LPr. This gives A,;,o L™ P/@D  Since
A in should equal A and, by definition, A« L™, we arrive at
the following relationship between the three exponents:

Dy (38)

z=a+ .
w+1

This generalizes the relation z=Dy/ (w+1) used as a criterion
for a localized excitation by Lin ef al.?® to excitations origi-
nating from two or more finite entangled regions distributed
over the cluster. With our numerical values from the finite-
size scaling above, z=3.6 and w=1 (the latter of which is
not based on a fit but is a value consistent with all our re-
sults), we obtain a =2.65, in very reasonable agreement with
the value a=2.8 obtained in Figs. 4(b) and 5(b) from the
scaling of the ¢; data for the fixed-n and L X L clusters. The
applicability of the exponent relation [Eq. (38)] provides
strong support to our hypothesis of “globally entangled
local-moment excitations.”

C. SSE results for general-S clusters

We now turn to clusters with no restriction on the sublat-
tice occupations n, and np in the generated ensemble. Scal-
ing results for the global and local gaps of L X L clusters are
shown in Fig. 7. The finite-size scaling of the average and
typical values of A* are shown for both fixed-n and L XL
clusters in Fig. 8. We obtain a=~2.1 and z=2.8 for both
cluster types. These exponents differ significantly from the
ones obtained previously for the ensemble including S=0
clusters only. In particular, z=~1.5D;, whereas the S=0 clus-
ters gave z=~2D;. The exponent relationship [Eq. (38)] still
holds approximately, albeit with somewhat larger deviations
than in the S=0 case. The small-gap behavior remains con-
sistent with the exponent w=1 in all cases.

We believe that the much smaller exponents z,a are due
to a failure of the sum-rule approach to capture the true low-
energy states for S>0. To demonstrate this, we next inves-
tigate the dynamic structure factor [Eq. (4)].

IV. SPECTRAL WEIGHT DISTRIBUTION

We will investigate how the spectral weight of the dy-
namic structure factor is distributed among different spin
sectors of the excited states in Eq. (4). Acting on the ground
state with the q= (1, 7r) spin operator [Eq. (5)], or the corre-
sponding x or y components, on one of the (25+1) degener-
ate ground states of spin S results in states with spin S and
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FIG. 7. (Color online) Distribution of the (a) scaled gap upper
bound and (b) local gaps of L X L clusters with no restriction on the
sublattice occupation numbers n, and ng. The solid line shows the
asymptotic small-gap behavior expected with w=1.

S =* 1. This well-known selection rule for the dynamic struc-
ture factor [Eq. (4)] can be easily demonstrated in the va-
lence bond basis. Here we do this as a prelude to discussing
the distribution of the spectral weight among the three sec-
tors of final spin for clusters with ground state S>0.

*
<A > —0—

12 16 20 24 28 32 36
L

FIG. 8. (Color online) Finite-size scaling of the average and
typical gap upper bound A* for the ensemble with unrestricted n,
and ng. The upper and lower panels show results for fixed-n and
L XL clusters, respectively. Lines corresponding to a dynamic ex-
ponent z=2.8 are shown with all the data sets.
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(b)

FIG. 9. (Color online) Valence bond states on a cluster with
sublattice imbalance A z=1 (requiring one nonbipartite bond—here
the top one). Open and solid circles indicate the two sublattices.
Singlet and triplet bonds are shown as solid and dashed lines, re-
spectively. (a) shows a state with two triplet bonds and m,=0. In
(b), there are two unpaired up spins and m,=1.

A. Selection rules

We consider an extended valence bond basis with an ar-
bitrary number of m.=0 triplet bonds [Eq. (29)] in addition
to singlet bonds, for a state with total m.=0 (hence the num-
ber of spins, N, is even). Later, we will consider also m,
# 0. The standard valence bond basis for n,=nj is restricted
to bipartite bonds only.”” Here, for n, #ng and m.=0, we
require a maximal number of bipartite bonds, i.e., if the total
sublattice imbalance is defined as A,g=|n,—np|/2, there will
be n,=N/2—-A,p bipartite bonds and n.=A 5 bonds connect-
ing sites on the same sublattice (with all such pairs either on
the A or B sublattice, depending on which sublattice has the
larger number of sites). This basis is clearly overcomplete. A
state with two triplet bonds and one nonbipartite bond is
illustrated in Fig. 9(a).

First, let us discuss the relationship between the total spin
S and the number of triplet bonds. A state with n, triplets
does not have fixed spin when n,> 1 (while for n,=0 and 1,
the state has fixed S=0 and 1, respectively). According to the
rules for addition of angular momenta, one might at first
sight suspect that n, triplets could be used to form states with
S=0,1,...,n,. However, consider the operator Z which in-
verts all the spins,

Z|85,85, ... .S == 87,— S5, ... .= S (39)

which is a special case of a rotation in spin space. Since the
total magnetization m,=0, a state with fixed S is also an
eigenstate of this operator, with eigenvalue z=* 1. Since a
triplet pair (bond) is even under Z while a singlet pair is odd,
the eigenvalue z of a state with a fixed number n, of triplet
bonds is z=(—1)"?", Thus, in order to construct a state with
fixed S (fixed z), one cannot mix valence bond states with
even and odd number of triplets. Since the minimum number
of triplets required to construct a state with fixed spin is n,
=S, we conclude that the triplet numbers that can be mixed
are n,€{S,S+2,...,N/2}. This, in turn, implies that a state
with fixed number of triplets is a linear combination of states
with Se{0/1,...,n,—2,n,}, where the lower limit 0 or 1
applies for even and odd S, respectively.

Next, we let the g=(r, 1) spin operator [Eq. (5)] act on a
given valence bond state with n, triplets. We can write the
operator in a way tailored specifically for the state under
consideration,
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ny ne
A Lr > (S - Sip) + 2 (S +Sie) |- (40)
N [ b=1 c=1

Here the subscripts i(b) and j(b) refer to two sites connected
by a bipartite valence bond b and k(c),I(c) denotes a pair of
sites on the same sublattice, connected by a nonpipartite
bond c. The bonds can be singlets or triplets and the possible
outcomes when operating with one of the terms are

(S5 = S5l Gipofip) ) = Linip] ),
(i) = S5l = Lipspl =y =+ (i) ),
(Sf(c) + sz(c))| ' '(ic’jc)' : > =0,

(S + S5 Licsjcl -y =0. (41)

Thus, operating with the full S, we obtain a linear combi-

nation of states with n,+1 and n,—1 triplets. Extending this
result to the case of a fixed-S state | W), which is a linear
combination of states with different n, (all even or all odd),
we can think of the triplet bond created or destroyed in each
term [with the operator, Eq. (40), written in the appropriate
way for operation on each term] as adding or subtracting a
spin 1 to or from a spin S. Then, considering also that even
and odd S corresponds to mixtures of even and odd n,, re-
spectively, we conclude that the state S;W|‘If5) is a mixture
of only S*1 states (which is also consistent with the fact
that for S=0 ground states, the spectral weight is exclusively
due to §=1 excitations).

In order to respect the spin-rotational invariance when
using the z-component operator S5 _in the dynamic structure
factor for $>0, we also have to consider nonzero m_. Some
of the spins are then not paired up into valence bonds. In a
minimal basis mixing valence bonds and spins, there are 2m,
unpaired up or down spins for m,>0 and m, <0, respec-
tively. The unpaired spins cannot be restricted to the same
sublattice, so now the basis consists of the unpaired spins at
arbitrary locations, a maximal number of bipartite bonds on
the remaining locations, and the rest of the sites covered by
nonbipartite bonds. An example of such a state is illustrated
in Fig. 9(a).

In Eq. (40) n;, and n, are the number of bipartite and
nonbipartite bonds in a given basis state and n,+n.=n—m,.
We now also have to add a sum over the 2m, unpaired spins.
It is then clear that S%, _|W) will contain also a spin-S com-
ponent, arising from this added sum, in addition to the S* 1
components (which can be argued for in analogy with the
m,=0 case). Some, but not all, of the corresponding spectral
weight in the spin S sector is at w=0, as discussed in Sec.
I B. Averaging over all m,=-S§,...,5—-1,S, it is also clear
that the amount of S — § spectral weight should increase with
S, as it is zero for S=0 and the relative weight of the opera-
tions on unpaired spins increases with m,.

B. Results for small clusters

We now turn to numerical results for the dynamic struc-
ture factor. Investigating small clusters with the Lanczos
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FIG. 10. (Color online) Dynamic structure factors of two 20-site
clusters with ground-state spin (a) S=3 and (b) S=0. The cluster
shapes are drawn in the panels. The delta functions in Eq. (4) are
represented by vertical lines of length equaling the spectral weight.
The symbols on top of the line indicate the spin of the correspond-
ing excited states relative to the ground state S. In (b), there is no
S — § spectral weight; the circles only indicate the locations of such
states.

method, we have found that the lowest excitation of a cluster
with ground-state spin S almost always has spin S—1,
whereas the dominant spectral weight arises from a state
with S+1. An example of this behavior is shown in Fig.
10(a) for a cluster with ground-state spin S=3. The spectrum
is dominated by a large contribution from an S=4 state at
w/J=1. However, there are numerous very small contribu-
tions from S=2 states below this peak, including the lowest
excitation at w/J=0.05. In this case the sum rules give a
bound A* very close to the energy of the lowest S=4 state
and, thus, differs from the true gap A by a factor of 20. In
contrast, Fig. 10(b) shows results for a cluster with S=0
ground state. Here there are of course no excitations with
S—1 and all the spectral weight is in the S+1=1 channel.
Moreover, the dominant weight originates from the lowest
excitation. The sum-rule approach here gives a bound rea-
sonably close to the true gap.

We further examine the statistics of the gaps correspond-
ing to excitations with S* 1 for n=20 clusters with ground
state S. In Fig. 11 we show histograms based on several
hundred clusters with S=1,2,3, along with results for S=0
clusters for comparison. We can see that the distribution of
the S+1 excitations is peaked at higher energies than the
S—1 ones and the distance between the two distributions
grows with S. As we discussed in Sec. III A, the distribution
of singlet-triplet excitation gaps is double-peaked for small
systems, with the upper peak diminishing as a function of
the cluster size. In Fig. 11 the lower part of the S=0—1
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FIG. 11. (Color online) Distribution of the energies of the lowest
excitation with S=S=*1 in n=20 clusters with ground-state spin S.
Results for §=1,2,3 are shown in panels (a)—(c). In all panels,
results for the lowest triplet excitation of S=0 clusters are shown
for comparison.

distribution is located below the S—1 distributions for $>0
clusters. It appears plausible from these results that the
S—S—1 and S—S+1 gaps can have different scaling prop-
erties.

It is clear from these calculations that the sum-rule ap-
proach for §>0 clusters does not reflect the true smallest
gaps, which are due to S—1 excitations but instead reflect the
distribution of spectral weight of S+1 excitations. The quan-
tity A* therefore has a different meaning, which can still be
physically relevant because many experimental techniques
probe S(g,w) directly, e.g., neutron scattering and nuclear
magnetic resonance. These experiments should observe low-
energy dynamics corresponding to z=1.5Dy, according to
our results in the previous section. The most plausible sce-
nario is that the lowest S—1 excitation energies, for large
clusters and typical ground-state spin (which is of the order
\n), scale with the same dynamic exponent z=~2Dy as the
triplet excitations of S=0 clusters (which we will argue fur-
ther also in the next section). While their low spectral
weights would make them difficult to observe in measure-
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FIG. 12. (Color online) Valence bond states corresponding
closely to true eigenstates of a six-site cluster with ground-state spin
S=1. Solid and dashed bonds correspond to singlets and triplets,
respectively. (a) is the ground state, (b) the lowest S=0 excitation,
and (c) is obtained from (a) by acting on it with §% _ (which is a
good approximation to the lowest S=2 excitation).

ments sensitive to S(g, w), they are of course still relevant for
thermodynamic properties such as the specific heat.

C. Valence bond theory

We now address the important issue of why the S
—S—1 contribution to the spectral weight is so small. We
will argue that this is, in fact, consistent with our scenario of
the low-energy excitations being due to effectively isolated
magnetic moments. To illustrate this point, Fig. 12 shows
valence bond states for a six-site cluster with ground-state
spin S=1. The state in (a) is constructed as an approximate
ground state based on the notion that triplet bonds should be
predominantly located in regions of sublattice imbalance.
This cluster has two dangling spins, which we take at maxi-
mum separation. For the two singlet bonds, we construct a
symmetric combination (which corresponds to the true
ground state of the Heisenberg model on the four sites in
isolation). It is now natural to assume that the lowest excita-
tion corresponds to converting the triplet bond into a singlet,
as shown in (b). Diagonalizing the Hamiltonian exactly, we
find that these simple states indeed are good approximations
to the eigenstates; the overlap of (a) with the true ground
state is 0.814 while the overlap of (b) with the lowest S=0
state (which is the lowest excited state) is even larger at
0.973. On the other hand, if we act with S on state (a), as
explained above with the spin operator written in the form
[Eq. (40)], we obtain the state shown in Fig. 12(c). This state
mixes S=0 and 2 states, and its overlap with the actual low-
est §=2 state is 0.789. The overlap of (c) with the approxi-
mate S=0 state (b) is exactly 0 and the overlap with the exact
lowest singlet also vanishes. In the case of (b), (c) overlaps,
it is immediately clear that it is zero because of their differ-
ent states of the long bond. The states also differ in the quan-
tum number related to a 180° rotation of the cluster; (b) is
odd and (c) even under this symmetry transformation. The
true ground state is also odd, which explains why the overlap
with state (c) is exactly 0. This latter property is of course
particular to this symmetric six-site cluster. In general, for a
less symmetric larger cluster with two dangling spins, we

054417-13



LING WANG AND ANDERS W. SANDVIK

would expect some small overlap between S;’W|\I’S> and the
lowest S—1 state because the triplet will not be exactly lo-
calized at only two sites.

Based on the above example, we can understand that, in
general, S>>0 ground states contain some triplet bonds con-
necting nonbipartite sites. The lowest excitation should nor-
mally have spin S—1 and closely correspond to converting
one triplet bond into a singlet. On the other hand, acting with
the spin operator one obtains a linear combination of S—1
and S+1 states with an additional triplet bond, and the over-
lap of the S—1 component with the low-energy states with
this spin is low (because of the differing singlet/triplet state
of one nonbipartite bond). The lowest S—1 excitation should
thus be very similar to the excitations we have argued for in
the case of the S=1 excitations of a singlet ground state,
which essentially corresponds to promoting a long singlet
(between two moments, which can be located far away from
each other) into a triplet. For an $>0 cluster we instead
demote a long triplet bond into a singlet. This similarity also
suggests that the true dynamic exponent (giving the scaling
of the lowest energy, not the dominant spectral weight) in the
case of §>0 clusters should be the same z=~2D; that we
have found for the S=0 clusters.

V. BILAYER MODEL AT p*

Our hypothesis for the low-energy excitations is that they
are due to effectively unpairable spins on the percolating
cluster. To test this hypothesis further, we consider a case
where there are no such spins; the bilayer Heisenberg anti-
ferromagnet with “dimer dilution,” i.e., two identical clusters
coupled through a nearest-neighbor interlayer coupling J
=gJ. The Hamiltonian for this system was already written
down in Eq. (2). Its static properties were studied in Refs.
1-4. The percolating cluster remains ordered at 7=0 when
the coupling ratio g <0.1, whereas for larger interlayer cou-
plings the cluster is quantum disordered. Here we consider
g=0.01; well inside the ordered regime. One might then ex-
pect the quantum-rotor picture to be valid, as has been ar-
gued also based on field theoretical considerations’ and, thus,
the dynamic exponent should be z=D;~1.89. Scenarios in-
volving “fractons” are also possible.'>

Figure 13 shows scaling results of the kind we previously
discussed for the single layer. The peak of the probability
distribution of the bound A* for different cluster sizes L (the
largest cluster of diluted L XL lattices) coincides when
scaled with L* and z=1.7. This exponent is slightly smaller
than D, but considering statistical uncertainties of several
percent and effects of subleading size corrections, z=D, is
plausible, in contrast to z=2D in the single layer. Note that
the data in Fig. 13(a) do not collapse onto a single curve as
clearly as in the single-layer plots 4 and 5. The scaled gap
distributions instead appear to become narrower with in-
creasing L. This may be due to self-averaging following
from the global nature of quantum-rotor excitations. The
local-gap distribution (not shown here) also does not scale
well with L.

VI. SINGLE LAYER AWAY FROM THE PERCOLATION
POINT

An interesting question is whether the small energy scale
of the single-layer clusters at p* survives also away from the
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FIG. 13. (Color online) Properties of the gap upper bound A* for
dimer-diluted bilayer systems at interlayer coupling g=0.01 at the
percolation point. (a) shows the scaling of the full probability dis-
tribution with z=1.7 while (b) shows the size dependence of the
average and typical values along with lines corresponding to the
asymptotic behavior with z=1.7.

percolation point. We here examine L X L systems diluted at
p<p*, again studying the largest cluster for each dilution
realization (which now is two dimensional; (n)~L?). We
only consider clusters with ground-state spin S=0.

Figure 14 shows results for the gap upper bound at p
=0.3. For the largest few sizes the data are consistent with
power-law scaling corresponding to z=D=2 (with a statisti-
cal error of =10%); very different from the behavior at p*.
Given our scenario for the excitations exactly at p*, the much
smaller z away from p”* is either an indication of the moment
regions not existing or their mutual effective couplings (or
their couplings to the rest of the cluster) being much stron-
ger, thereby invalidating the picture of an effective low-
energy subsystem. We still expect regions of sublattice im-
balance away from p*, as we will discuss further in the next
section. It may not be surprising, however, that the moments
associated with these are not weakly coupled because for any
p<p” the largest cluster has a finite spin stiffness (also in the
thermodynamic limit), whereas exactly at p* the stiffness
vanishes (although the cluster is still ordered).” The order is
thus much more robust and as a consequence all the effective
moments at p<<p* may be locked to the global Néel vector
and cannot be regarded as weakly coupled semi-independent
degrees of freedom. We will discuss this further in Sec. IX.

For systems very close to the percolation point, p*
~(.407, one cannot expect to detect differences from the
behavior exactly at p*. For the smaller cluster sizes at p
=0.3 we can observe in Fig. 14 what is likely a crossover
behavior from the behavior at p* to the asymptotic scaling
behavior at p=0.3. The effective exponent below sizes L
~20 is smaller than the value we found at p* but, on the
other hand, p=0.3 is already quite far away from p* and it is
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FIG. 14. (Color online) Scaling properties of A* of single-layer
clusters at dilution fraction p=0.3. For L =28, the distribution can
be collapsed with dynamic exponent z=1.8 as shown in (a). For
smaller sizes, there is a crossover behavior, as shown in (b) for the
average and typical A*. The two lines correspond to z=2 (a possible
asymptotic value) and z'=2.41 (a pseudoscaling exponent in a
crossover regime).

not surprising that a different behavior obtains here. Closer
to p* we expect data for small sizes to scale with z=2D, but
to observe clearly this scaling, followed by a crossover to z
=D=2, would require larger clusters than we can access cur-
rently.

It should be noted that the results discussed here (and
those for the bilayer in the previous section) do neither prove
that the mapping to quantum rotors holds for p<p* (and in
the bilayer at p*) nor that the dynamic exponent exactly
equals D=2 (or Dy). For fracton excitations, one would ex-
pect z# D (but close to Dy).'° It would therefore be useful to
determine z for the single layer at p<p™ and the bilayer at p*
to higher precision, which, however, is a very demanding
task that we leave for future studies.

VII. CLASSICAL DIMER-MONOMER MODEL

In the mapping of a quantum antiferromagnet onto a
quantum-rotor model,!! one assumes that there is local anti-
ferromagnetic order on some length scale A. A subsystem i
of the system, of length A, is then replaced by a quantum
rotor L;, which can reproduce the “Anderson tower” of low-
energy states of different total spin S (which the subsystem
would exhibit in isolation). The rotors for all the subsystems
are then coupled in a way consistent with the expected domi-
nant fluctuations and symmetries of the system. For such a
mapping to produce the correct physics, the subsystems
should consist of an even number of spins, arranged in such
a way that their ground state, in isolation, is a singlet. If the
system geometry does not allow for such a decomposition,
the situation will be more complicated. The question is then:
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How can one decompose the system into quantum rotors and
“left-over” spins in a well-defined way, which maintains the
salient features of the disordered clusters?

The smallest unit for which a local quantum rotor can be
considered in a hypothetical mapping is a dimer consisting of
two nearest-neighbor spins, which in isolation has a singlet
(I=0) ground state and a triplet (I=1) excited state. This
corresponds to a quite severely truncated rotor tower but the
local cutoff should not matter for the low-energy physics of
the coupled system. We have already discussed the fact that a
disordered cluster cannot normally be fully decomposed into
such dimers, as there would in most cases be some dangling
spins (or, more generally, regions of imbalance in the sublat-
tice occupation numbers) left over after the cluster has been
maximally covered with close-packed dimers. If we consider
larger subsystems, there will be similar problems, i.e., not all
subsystems will have singlet ground states in isolation. We
will here proceed to investigate the geometric decomposition
of the system into nearest-neighbor dimers and left-over
monomers.

In a standard classical dimer mode a dimer corre-
sponds to two connected nearest-neighbor sites, here on a
square lattice. The statistical-mechanics problems correspond
to counting all the dimer coverings. In a dimer-monomer
model,® there are also some unpaired sites present and the
counting now includes all possible dimer and monomer con-
figurations; normally at a fixed density of monomers. In the
case at hand here, we investigate disordered clusters and we
want to maximally cover the clusters with dimers. There will
then typically be some left-over monomers that cannot be
paired. For a given cluster, we want to sample dimer-
monomer configurations with the smallest possible number
of monomers. We are interested in the spatial distribution of
monomers, which provides us with a concrete quantitative
measure of “sublattice imbalance.” We want to identify the
regions of sublattice imbalance and investigate the size dis-
tribution of these regions.

Here we consider clusters constructed on L X L lattices,
with, as before, only the largest cluster found in each real-
ization included in the statistics. In Monte Carlo sampling of
the dimer-monomer configurations on these clusters, we start
with an arbitrary configuration, e.g., one containing only
monomers. The updating scheme is illustrated in Fig. 15. In
(a), when two monomers are located next to each other, they
are annihilated and form a dimer. Dimers and monomers can
be updated together according to the two moves shown in
(b). We can also break a dimer into two monomers, as in (c).
One of the monomers is then moved, together with dimers as
in (b), until it encounters a monomer (which can, but does
not have to, be the same as the one it was originally paired
with), together with which it again can be combined to form
a dimer as in (a). This is an efficient way to update parts of
the cluster where there are no monomers (other than the two
introduced for the purpose of the update). This simulation
process will eventually converge to a state with the minimum
number of monomers for a given cluster because the mono-
mer annihilation process (a) is always carried out when pos-
sible. Whenever two monomers are created, they will even-
tually be annihilated. Our model is therefore also an
aggregation model for dimers.

1’34
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FIG. 15. (Color online) Updating processes used in Monte Carlo
sampling of the classical dimer-monomer aggregation model. (a) is
the annihilation of two monomers, leading to a dimer. (b) shows the
two elementary monomer-dimer moves. In (c), a monomer pair is
temporarily created out of a dimer. One of the monomers is then
moved until it can be annihilated with another monomer. A large
number of dimers can be changed in such “loop updates.”

For a given cluster generated on an L X L lattice, after a
long equilibration to make sure that the minimum monomer
number has been reached, we collect statistics. One quantity
of interest is the average monomer density for each site.
Most of the sites never have any monomers. We define a
“moment” as a region consisting of §,, sites to which one or
several monomers are confined. By definition, a monomer
inside such a moment cannot move to a different moment
through the Monte Carlo processes. In addition, the moments
consist only of sites on the same sublattice because an indi-
vidual monomer only moves on a given sublattice, as in Fig.
15(b). Two moments on different sublattices cannot have any
sites that are nearest neighbors because then two monomers
in these different regions could become adjacent and annihi-
late each other.

Keeping track of the moment regions and their sizes in-
volves straightforward book keeping and we just proceed to
discuss results. Figure 16 shows the size distribution of the
moments both at the percolation point and away from it, at
p=0.3. For small moment sizes S,,, the distribution is close
to a power law, especially at p=0.3, but there is a crossover
to a clearly exponential decay for large S,,. The distribution
can be fitted well with the form e™5#/?, with 0=~42 and
~300 at p* and p=0.3, respectively. The average moment
size (S,,) computed as a sum over all the sizes is smaller;
(S,»=16 at p* and =47 at p=0.3. In the figure, the largest
cluster sizes are much larger than (S,,) and o, and the curves
for the largest L overlap almost completely.

These calculations prove that the notion of local sublattice
imbalance is well defined and quantifiable. Finite moment
regions exist both at and away from the percolation point. In
the next section, we will present result from valence bond
quantum Monte Carlo simulations in the triplet sector. We
will also look at the spatial distribution of the monomers in
the classical dimer-monomer model and compare it with the
distribution of the triplet in the lowest excitation of the actual
quantum spin model.

VIII. SPATIAL DISTRIBUTION OF SINGLET-TRIPLET
EXCITATIONS

As discussed in Sec. II C, the valence bond projector
QMC method offers us the possibility to examine the lowest
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FIG. 16. (Color online) Probability distribution of the moment
size of the classical dimer-monomer model at the percolation point
p* (top panel) and at p=0.3 (bottom panel) graphed on a log-log
scale. Hundreds of realizations of the largest cluster on L X L lat-
tices were used. For large L the distributions collapse onto a single
curve, reflecting a finite typical moment size. The average moment
size is (S,,)=16 at p* and 47 at p=0.3. The asymptotic form of the
probability distribution for large clusters is «e™5#'?, as shown in the
insets using a semilogarithmic scale.

triplet state in a unique way. In a disordered system, the
spatial distribution of the triplet bond gives a very direct
measure of the extent to which different parts of the system
are affected when exciting a cluster with S=0 ground state to
its lowest S=1 state. An example of the triplet density for a
very small cluster was already presented in Fig. 1. It should
be noted that the statistics of the singlet bonds is also af-
fected by the presence of a triplet bond and, thus, just exam-
ining the properties of the triplet bond does not give a com-
plete picture of the excitation. However, if a large region of
the system has no (or very low) average triplet density, then
the singlets of that region should also not be much affected.
The spatial distribution of the triplet should therefore provide
a valid measure of the tendency (if any) of the triplet exci-
tation to localize.

We study the site-dependent triplet density p;={(n,(i)),
where the triplet occupation number 7,(i) is defined such that
if a triplet bond connects sites i and j, then n,(i)=1 and
nj)=1 while n,(k)=0 for all other sites k. In addition to
visually examining the triplet density for representative indi-
vidual clusters, it is also useful to have a quantitative mea-
sure of localization. For this purpose, we use the inverse
participation ratio (IPR) corresponding to the triplet density,
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FIG. 17. (Color online) (a) Examples of the convergence of the
average triplet IPR for three individual clusters as a function of the
projection power, here normalized by the cluster size as P/n. The
clusters were generated on 26 X 26 lattices. The dashed curves are
of the form a+be™P"", with a,b,c adjusted to fit the last few (large

P/n) points.
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This quantity characterizes the number of sites involved in a
triplet excitation and can be averaged over cluster realiza-
tions. Two extreme cases can help to clarify the meaning of
R;; if the triplet is completely localized on only two sites,
then R,=2 while if it is equally spread out over all the sites of
an n-site cluster, then R,=n. We will study the dependence of
(R,) on the cluster size.

In a projector method based on a power H”, one con-
verges to the lowest state in a given symmetry sector when
the power P of the Hamiltonian is sufficiently high. For an
n-site cluster, one would expect that the P required for con-
vergence scales as n or worse. This can be seen if we com-
pare with an alternative projection method—the imaginary-
time evolution e #|W) of the trial state. Here 3 is analogous
to an inverse temperature; starting from a state at some “tem-
perature,” we “cool it” by increasing S. A better trial state
corresponds to a lower initial temperature. For large S, the

dominant power P in a Taylor expansion of ¢## is P
=B|E,|, where E, is the ground-state energy, which is pro-
portional to the cluster size n. Thus, if we project with just a
fixed power P of H, we would get essentially the same result

if P~P o« Bn. The energy scale of the excitations decrease
with increasing n (very quickly so in the problem under con-
sideration here, because the dynamic exponent is large), and
we should therefore expect to need larger S8 for larger n.
Thus, in the fixed-power scheme, the P required for conver-
gence should increase as some power (larger than one) of n.

We show examples of the convergence of the IPR for
three different clusters in Fig. 17. The large fluctuations in
the finite-size gap, discussed in Sec. III, naturally also imply
large variations in the convergence rate of the triplet IPR
(which is governed by the gap between the first and second
triplets, which also exhibits large fluctuations). As explained
in Sec. II C, we are restricted to P for which the triplet sur-
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vival probability in the projection is reasonably large. In or-
der to ensure that the results truly reflect the lowest excita-
tion for each cluster, we carry out extrapolations to infinite P
using a simple exponential form, as explained in the caption
of Fig. 17. The fluctuations of the disorder averaged (R,) are
completely dominated by the cluster-to-cluster variations,
and we believe that any remaining errors related to the con-
vergence are smaller than the final error bars (based on a few
hundred clusters of each size).

We first examine the spatial distribution of the triplets.
The triplet density for each site of a typical cluster is shown
using a color scale in Fig. 18(b). Here we compare the triplet
density with two other calculations—the classical monomer
density in (a) and the local gap A; in (c). It is apparent that
the triplet is concentrated to a relatively small fraction of all
the sites of the cluster. At the same time, the affected sites
form groups that are spread out over the cluster. This is ex-
actly in agreement with our hypothesis of low-energy exci-
tations involving a number of localized moments. It is also
clear from Fig. 18 that the classical monomer density is high
wherever the triplet probability is significant. This proves
that our measure of sublattice imbalance in terms of classical
monomers indeed corresponds very closely to the actual lo-
cations affected by excitations. Note also that some sites with
high monomer density do not have a high triplet density.
This is also expected because the lowest triplet excitation
should not necessarily involve all of the classical monomer
regions. Higher triplet states may involve other subsets of
moments. Finally, there is a very good correspondence be-
tween regions of low local gaps A; and high triplet density.

Next, we discuss the IPR of the triplet. It is interesting to
compare this with the total number of monomers in the clas-
sical dimer-monomer model. We therefore also define a clas-
sical IPR, as in Eq. (42) but with the triplet density p; re-
placed by the classical monomer density. Both these IPRs,
averaged over several hundred clusters, are shown versus the
cluster length L on a log-log scale in Fig. 19. They both scale
according to power laws. The classical IPR is consistent with
the form LPf~(n). In combination with the fact that the in-
dividual moment regions are finite, as we showed in the pre-
vious section, this is in agreement with our extremal-value
analysis in Sec. III B, which relied on the number of effec-
tive moments being proportional to n. However, the triplet
IPR scales with a smaller power; (R,)~L” with y=1.39(3).
Thus, not all the effective moments are involved in the low-
est excitation but since the size of the excitation still grows
with L these are not localized excitations.

Another important aspect of the valence bond calculation
is that the bond lengths also contain information directly
pertaining to the nature of the excitations. In Fig. 20 we
show the distributions of both the singlet and triplet bonds
lengths for the cluster shown in Fig. 18. While the triplet
bond is typically long, the singlet distribution is strongly
peaked for the shortest bonds. We have therefore cutoff more
than 90% of the weight in the singlet histogram in order to
be able to show the more interesting distribution of long
bonds. Every peak in the triplet distribution can be perfectly
matched to the distance between two regions (on different
sublattices) with a high concentration of triplets/monomers
in Fig. 18. This again supports the notion of excitations of
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FIG. 18. (Color online) Properties of a typical cluster with 288
sites; (a) the classical monomer density, (b) the triplet density, and
(c) the local gap estimate A;. All quantities are shown on a color
scale ranging from the smallest (0 in the case of p, and p,,) to the
largest value. The absolute values are irrelevant for the purpose of
the discussion here. In (a), the numbers inside the squares label the
different classical moment regions. The dots indicate empty sites.

weakly interacting effective moments. In the singlet distribu-
tion, there are also features corresponding to the same
lengths as in the triplet case. This is also what one would
expect if the triplet state essentially corresponds to promot-
ing a long singlet to a triplet in a superposition, as discussed
in Sec. IV C. The average length of the triplet bond also
scales with the cluster size according to a power law, as
shown in Fig. 21. This power law, in combination with that
for the triplet IPR (Fig. 19) and classical percolation expo-
nents, should be related to the dynamic exponent z=3.6.
Exactly how is not presently clear, however.
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(Re), (Rp

FIG. 19. (Color online) Log-log plot showing the finite-size
scaling of the IPR of the triplets (R,) and the classical monomers
(R.). The lines correspond to scaling L”, with y=1.39(3) (based on
a line fit) for R, and y=D, for R..

IX. SUMMARY AND DISCUSSION

To summarize, we have discussed several calculations
aimed at elucidating the quantum dynamics of the S=1/2
antiferromagnetic Heisenberg model on randomly diluted
clusters. Quantum Monte Carlo simulations in combination
with sum rules show that the low-energy excitations at the
percolation point are described by an unexpectedly large dy-
namic exponent; z=~3.6*=0.1 ~2Df, where Df:91 /48 is the
fractal dimension of 2D percolation. Using extremal-value
statistics, we were able to relate z and two exponents char-
acterizing the probability distribution of local gaps (an expo-
nent a governing the size dependence and w describing the
distribution of small gaps), according to Eq. (38). This kind
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FIG. 20. (Color online) Probability distribution of the length
(dy.d,) of the singlet (top panel) and triplet (bottom panel) bonds
for the cluster in Fig. 18. The singlet distribution is strongly peaked
at short bonds and we have therefore cutoff the corresponding peak
in the low left corner of the histogram. The remaining weight is 9%
of the total.
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FIG. 21. (Color online) Size dependence of the average length
of the triplet bond on L XL clusters. The line corresponds to a
power-law divergence L,~ L%, with «=0.81%=0.03.

of scaling indicates that the excitations involve effective lo-
calized finite magnetic moments, which interact through the
remaining, magnetically inert parts of the cluster. This is also
confirmed directly by imaging the spatial distribution of the
triplet excitations in the valence bond basis, where the triplet
state can be described in terms of a pair of spins forming a
triplet in a “singlet soup” of valance bonds. The triplet bond
fluctuates between several isolated regions and its average
length scales as a power of the cluster size. The average
number of spins affected by the excitation also grows as a
power n” of the system size, with 8~0.74. The excitations
are thus localized at multiple moment regions, which are
spread out over the cluster. All these results lead to a picture
of an effective low-energy system consisting of a network of
globally entangled local moments, where the moments cor-
respond to regions of sublattice imbalance.

We have introduced a quantitative measure of sublattice
imbalance, in terms of a classical dimer-monomer aggrega-
tion model. Monte Carlo simulations of this model show that
the monomers form isolated finite regions and the number of
such regions scales linearly in the cluster size n. Sites with a
high triplet concentration coincide very well with high
monomer density, confirming directly that sublattice imbal-
ance in the Heisenberg model is associated with the forma-
tion of weakly interacting effective moments.

We have also shown that when two identical clusters are
coupled in a bilayer, with a small interlayer coupling J,
(smaller than the value at which the long-range order
vanishes'), the low-energy excitations change dramatically.
A finite-size scaling analysis for clusters with J, /J=0.01
show a much smaller dynamic exponent, z= D, than for the
single-layer clusters. There is no sublattice imbalance in this
“dimer-diluted” bilayer model and the results therefore pro-
vide additional evidence for the important role played by
effective moments at imbalanced regions in the single-layer
clusters.

The result z=3.6 was obtained by studying clusters in
which the sublattices are balanced globally, i.e., the ground-
state spin is S=0. We have also pointed out that for clusters
with global imbalance in the sublattice occupation (leading
to §>0), the dynamic structure factor has spectral weight
predominantly arising from the S— S+1 channel while there
is very little weight in the S— S and S— S—1 channels (apart
from the elastic S— S weight). Experiments directly probing
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the inelastic spectral weight, e.g., neutron scattering and
nuclear magnetic resonance, should be dominated by _the §
—S+1 channel and S should be typically large (oc\Vn) for
random clusters. For this situation our sum-rule method
gives a smaller effective dynamic exponent, z=1.5Dy, than
for the S=0—1 excitations of globally balanced clusters.
The lowest-energy excitations, which are in the S—S-1
channel, are not accessible with the sum-rule approach. We
have argued, based on an analysis of approximate (varia-
tional) valence bond states, that their energy should scale
with the same z=~3.6~2D; as in the case of §=0—1 exci-
tations.

There have been attempts previously to determine the dy-
namic exponent of the diluted Heisenberg model based on
quantum Monte Carlo calculations. Yu et al.® studied the
temperature dependence of the correlation length and con-
cluded that it scales in a way consistent with z=Dy at the
percolation point. However, the scaling assumption was one
corresponding to quantum criticality, which may not apply
because the percolating cluster at 7=0 does not have
quantum-critical fluctuations in the sense of power-law de-
caying correlation functions. A similar treatment of the clean
2D Heisenberg model would fail to give z=D (which is not a
quantum-critical exponent but one characteristic of the
quantum-rotor excitations of the Néel state) because the cor-
relation length diverges exponentially as 7— 0.3

We have here focused exclusively on the dynamics of the
percolating cluster. In order to relate the results quantita-
tively to specific experiments, one should include the contri-
butions from all clusters. The cluster distribution is given by
classical percolation theory,'!® which can be combined with
the finite-size scaling properties that we have found here for
the distributions of the local and smallest gaps. We have also
not discussed the consequences of our 7=0 results for the
T>0 behavior. This is of course also an important experi-
mental issue and will be interesting to consider in future
studies.

Moving away from the percolation point p*, our calcula-
tions show that the dynamic exponent of the single layer is
z=2=D. However, the classical dimer-monomer model has
finite localized monomer regions also away from the perco-
lation point. This suggests that the change in the spin dynam-
ics upon moving away from p* is related to the effective
interactions between the moment regions, not the disappear-
ance of the moments. Such a qualitative change in the inter-
action aspects of the moments is not completely unexpected
since the spin stiffness of the percolating cluster at p* is
strictly zero in the thermodynamic limit®3738 (although the
cluster is ordered), whereas it becomes finite (according to a
power law) away from the percolation point. The more ro-
bust cluster order for p<p™ should qualitatively change the
effective interactions between distant monomer regions,
likely locking all of them to the global Néel vector (which is
the case for a single moment in a 2D system!”-!3). The effec-
tively independent nature of the magnetic moments exactly
at the percolation point (and the very weak interactions be-
tween them) are thus intimately related to the fractal struc-
ture and related vanishing spin stiffness of the network con-
necting the moment regions. We presented some results
showing the crossover from scaling controlled by the perco-
lation point to 2D behavior.
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In spite of the close agreement with the dynamic exponent
expected based on the quantum-rotor mechanism® for the
single layer away from p™ and the bilayer at p*, it is still not
certain that the lowest-energy excitations in these systems
are quantum-rotor states. Over the years there have been con-
siderable efforts to understand the dynamics of various ran-
domly diluted systems close to and at the percolation point.
The fracton has been introduced as a generic excitation
which develops out-of-plane waves (e.g., spin waves for an
antiferromagnet) for a translationally invariant system upon
dilution.'> Numerical calculations based on spin-wave theory
show that the dynamic exponents for fractons in the 2D per-
colating antiferromagnet is very close to Df.'6 This calcula-
tion does not properly account for the vanishing spin stiff-
ness of the percolating cluster at p* and the existence of
localized moments, but it may still be valid close to the per-
colation point (where a finite stiffness develops). It is pos-
sible that the dynamic exponents z=~D=2 and z~ D, that we
have obtained here for the single layer with p<<p® and the
bilayer at p*, respectively, are due to fractons, not quantum
rotors. However, exactly at the percolation point, the physics
of the globally entangled local moments that we have dis-
cussed here is clearly different from fractons (which can ex-
ist in systems that do not have any objects corresponding to
localized moments) and the value of the dynamic exponent is
twice that expected based on fractons.'® It is thus possible
that several types of excitations coexist at and close to the
percolation point; quantum rotors, fractons, and the globally
entangled moment excitations.

One may still be able to describe the low-energy physics
of the system away from the percolation point as a network
of weakly interacting moments but now in the presence of a
staggered field mimicking the coupling to a common Néel
vector (i.e., the sign of the field depends on which sublattice
a moment is associated with on the original lattice). The
strength of the effective staggered field (which for a finite
cluster should be allowed to have a fluctuating direction as
well'®) should increase upon moving away from the perco-
lation point (being 0 at p*, due to the vanishing spin
stiffness—the energy scale of twisting the Néel order glo-
bally). Most likely, even an infinitesimal field will asymptoti-
cally (for large clusters) change the dynamic exponent.

The role of effectively isolated spins in the formation of
long-range order” on the percolating cluster has been pointed
out by Bray-Ali et al.>”3% Although some spins can be very
weakly coupled (effectively) to the rest of the cluster, corre-
lations between them can be stronger than within the back-
bone of the cluster. Arbitrarily weakly coupled moments
formed by groups of spins can also correlate over long dis-
tances and hence even a “floppy” fractal cluster (one with
vanishing spin stiffness) can order at T=0. This picture
seemingly contains some of the ingredients of our entangled
moments picture. However, the same ordering mechanism
was argued to apply both to antiferromagnets and systems of
coupled quantum rotors, whereas we have shown here that
the bilayer (which should correspond more closely the
coupled rotor system since there is no sublattice imbalance)
and the single layer behave dramatically different. Since the
excitations of the single-layer cluster are also much lower in
energy than the quantum-rotor states considered in previous
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discussions of the dynamic exponent,’ a theoretical treatment
within a quantum-rotor picture is clearly not adequate. In
Refs. 38 and 39 the excitations of the diluted system were
analyzed using spin-wave theory but this method also does
not capture the significance of almost isolated moments and
their long-range global entanglement, and no unusually low-
energy scale was discussed.

In field-theory language, the dangling spins, or regions of
sublattice imbalance, that we have discussed here correspond
to uncompensated Berry phases.!' Although it is quite clear
that these should exist in diluted quantum antiferromagnets,
how to properly take them into account in analytical calcu-
lations for these systems is not well understood. To our
knowledge, the resulting globally entangled moments excita-
tions that we have argued for here have not been discussed
previously in the literature. The effective low-energy system
is similar to the random antiferromagnet considered by Bhatt
and Lee,* and also by Sachdev and Ye.*' However, there is
an important difference in that the nearest-neighbor interac-
tions in our system are not frustrated. An effective low-
energy Hamiltonian should then also not be frustrated.

The Bhatt-Lee calculation*® was focused on the thermo-
dynamic properties and did not address the dynamic expo-
nent. The method applied was a generalization of the strong-
disorder renormalization (singlet decimation) scheme by Ma
et al.,*> which has been applied to numerous random antifer-
romagnetic Heisenberg systems.>**% It would be interest-
ing to apply this method also to the diluted clusters. How-
ever, there is a technical problem in doing this directly since
the decimation scheme is based on random couplings (suc-
cessively eliminating the strongest coupled spin pair and in-
cluding their remaining effects as modified couplings calcu-
lated perturbatively), whereas in the diluted system all
couplings are the same. It may be possible to carry out a
decimation procedure by eliminating strongly correlated
spins, instead of strongly coupled ones. The correlations
could be computed perturbatively based on regions of a
small number of spins or using quantum Monte Carlo simu-
lations. This way, one could study the renormalization flows
of the correlations and how they relate to the sublattice im-
balance that we have quantified here in terms of the classical
dimer-monomer systems. The final stages of the decimation
procedure should lead to bonds (entanglement) between the
sites on which our projector QMC calculations give a high
triplet probability. However, we have shown that there are
large fluctuations in the long bonds (singlet as well as triplet)
and it is therefore clear that the scheme cannot asymptoti-
cally give the correct ground state and low-energy excitation
in terms of a single bond configurations. In one dimension,
the final “random singlet state” is known to be asymptoti-
cally exact,® in the sense that a single bond configuration is
a good representation of a superposition including fluctua-
tions around this reference state.* With large fluctuations of
long valence bonds among many moments in the percolating
clusters, it seems unlikely that a single reference configura-
tion would be a good approximation in this case. It would
still be interesting to investigate the flow of the renormalized
coupling distribution.

To go further in developing an understanding of the exci-
tations of the weakly interacting effective moments, instead
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of working with the full percolating clusters it may be better
to explicitly construct the effective low-energy Hamiltonian
we have discussed here. While the geometrical locations of
the moments could be obtained using the classical dimer-
monomer model, the effective couplings are more challeng-
ing. One approach would be to just study a bipartite network
of spins with some suitable form of the interactions (which
should be nonfrustrated, with antiferromagnetic couplings
between sublattices and ferromagnetic intrasublattice cou-
plings). In principle the spins should have mixed S. In one
dimension such a system is known to have different proper-
ties than the random S=1/2 chain with only antiferromag-
netic couplings.** The effective system could be studied with
the methods used here, as well as with the strong-disorder
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decimation scheme. Comparing results for the moment net-
work with the dynamic exponents we have extracted here for
the full cluster system (and investigating the robustness of
the exponents to variations in the couplings) could shed fur-
ther light on this challenging problem.
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