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We investigate the dependence of the dephasing rate in a ballistic Aharonov-Bohm ring on the temperature
T, the bias current, and the probe configuration. We find that the probe configuration influences the conduc-
tance but not the dephasing rate. Rather, averaging of the transmission phase, carried by thermally excited or
current-induced electrons results in dephasing. We find that the appropriate energy window responsible for the
dephasing is set by the drift velocity of the interfering electrons and the asymmetry of the ring path.
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I. INTRODUCTION

When an electron circulates in an external magnetic field,
it can accumulate an additional electronic phase between in-
terfering paths due to the Aharonov-Bohm �AB� effect. This
causes magnetoresistance oscillations with a flux periodicity
of �0=h /e. Experimentally, AB oscillations were demon-
strated by Webb et al.1 in disordered metal rings and by Timp
et al.2 in semiconductor rings. Following these pioneering
experiments, two decades of research on mesoscopic ring
structures displaying the AB effect have revealed rich infor-
mation on the phase states of carriers. Such experiments have
also gradually emerged as useful tools to study various
phase-related physical problems.3–9

Dephasing processes are among the most essential of is-
sues when studying these mesoscopic systems. Decoherence
suppresses quantum interference effects, and leads to a re-
duction in the visible amplitude of the AB oscillation. The
loss of phase coherence at low temperatures in disordered
conductors has been investigated extensively.10 The main
mechanisms responsible for decoherence in the low-
temperature regime include electron-electron scattering11 and
thermal averaging.12 The first mechanism is a phase-breaking
process involving transfer of small amounts of momentum
and energy via scattering events, and it is caused by the
interaction of an electron carrier with other nearby electrons
through the fluctuating electric field.13 The second mecha-
nism deals with temperature-induced phase shifts. For an in-
terferometer with two asymmetric paths, a geometrical phase
difference ��kFL� exists, where kF is the Fermi wave vector
and L is the length of one arm of a ring. This phase differ-
ence changes as a function of the Fermi energy EF. Thermal
averaging effects dominate when the temperature scale falls
within the relevant energy window.

Dephasing processes in ballistic mesoscopic conductors
are more poorly understood. The two mechanisms important
in diffusive systems as described above are still valid; nev-
ertheless, one should expect key differences in the behavior
of AB oscillations. In ballistic conductors, interchannel and
boundary scattering become important; moreover, because of
the poor-screening effect inside the conductor, the transport
characteristics should strongly depend on the specific process
whereby a carrier enters or leaves the system.14,15 A number

of experiments have measured the dephasing rate in ballistic
quantum dots16–20 and rings.21–24 The dephasing rate is ex-
tracted from the temperature �T� dependence of the AB os-
cillation amplitude. For ballistic rings, it is found that the AB
amplitude �RAB decrease with T according to the relation-
ship �RAB�exp�−�L /���T��. Here the dephasing rate ��

−1 is
proportional to T. �L is the transit time of electrons through a
ring arm and is equivalent to L /vF, where vF is the Fermi
velocity. �� is the quantum phase coherence time.23,24

Recently Seelig et al.15,25 proposed a phase-breaking
mechanism. They investigated the dephasing rate in an AB
ring coupled to a pair of side gates. Experimentally, side
gates are commonly placed in the vicinity of an AB ring, to
tune the electron phases. Their theory concluded that the
principal source of dephasing is the fluctuation of internal
potentials induced by charge fluctuations between the gates
and the arms of the ring. The resulting dephasing rate is
linearly dependent on temperature and depends on the probe
configuration. Seelig et al.’s theory agrees with recent
experiments.23–25

In this paper, we report on our study of the dephasing rate
in a ballistic AB interferometer. To clarify the sources of
dephasing, no gate is near the arm of the ring. Hence, our
device should suffer less from the charge-fluctuation-induced
dephasing theorized by Seelig et al. We measure the depen-
dence of �RAB on the temperature and on the bias current I
in different probe configurations. Our results reveal that ��

−1

is proportional to T as is consistent with previous studies;
however, we find that the dephasing rate is insensitive to the
measurement configuration. Increasing I strongly reduces the
AB oscillation amplitude. Our results suggest that the energy
averaging effect of thermal excitation and the energy spread-
ing due to bias is responsible for the phase decoherence.

II. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experiments

Figures 1�a� and 1�b� illustrate the device under study.
The device consists of an AB ring defined on a GaAs/
AlGaAs heterostructure containing a two-dimensional elec-
tron gas �2DEG�. The wafer, grown by conventional
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molecular-beam epitaxy, has a 2DEG situated 80 nm below
the surface. The ring pattern is fabricated using standard
e-beam lithography �EBL� and is transferred to the 2DEG
using a 40 nm shallow wet etch. The inner diameter of the
ring is �1.37 �m and the effective widths of the arms
�470 nm. The convention for labeling the leads is shown in
Fig. 1�a�. Using a second EBL step with assistance from
metal alignment marks, a Au/NiCr gate is defined cross the
path to the contact 5. The two-terminal conductance G52 is
illustrated in Fig. 1�c� and demonstrates the functionality of
the cross gate. By applying a negative voltage Vg to the gate,
the device geometry can be altered from a five to a four
terminal device.

Measurements are made in a dilution fridge with a base
temperature of �25 mK. The magnetoresistance is mea-
sured using conventional lock-in techniques with a low-
frequency ac excitation current at 17 Hz. The current excita-
tion is typically less than 10 nA, unless the effects of current
are being explicitly probed. The four-probe magnetoresis-
tance measured in different probe configurations is denoted
by Rmn,kl��Vk−Vl� / Imn=Vkl / Imn, for current contacts m, n
and voltage probes k, l �see Fig. 1�d��. The carrier density
deduced from Shubnikov-de Haas oscillations is n=2.8
�1011 cm−2 and the mobility is �=3.0�105 cm2 /Vs at 4.2
K. The corresponding conductance of the ring is approxi-
mately 17 times the fundamental unit of conductance, sug-
gesting the presence of �17 channels in the wire. The mean
free path is approximately 3 �m. Note that one salient fea-
ture of our device is that the contact leads are made closed to
the ring structure, such that the device size ��15 �m� is less
than the phase coherence length. A total of three samples are
measured in this work, and all samples reproduce the main
features regardless the thermal cycles. However, for
economy, the experimental results presented in this paper are
obtained from one sample.

B. Dephasing in different probe configurations

In this section, we present our study of the dephasing rate
as a function of different probe configurations. For different

configurations, we change only how the voltmeter and the
current source are connected to the device in the external
circuit, as displayed in the insets in Figs. 2�a�–2�d�. These
configurations are four-terminal local, five-terminal local,
nonlocal, and mixed setup, respectively. Local vs nonlocal
configuration is defined in the view of classical circuitry, as
current passing vs not passing through the ring, and voltage
probes crossing vs not crossing the ring

The resistance Rmn,kl measured in various probe configu-
rations in a perpendicular magnetic field B is shown in Figs.
2�a�–2�d�. Visible AB oscillations RAB are superposed on a
slowly varying resistance background Rback, so that Rmn,kl
=RAB+Rback. The fast Fourier transforms �FFT� of magne-
toresistances after subtracting Rback are shown in Fig. 2�e�. In
all configurations, Fourier spectra reveal periods of both h /e
and h /2e. Those peaks associated with the h /2e period ap-
pear as smaller bumps. The oscillation period of the h /e peak
is about 14 G corresponding to a 1.9 �m annuli which
matches the average size of the ring, as estimated from Fig.
1�b�.

The magnitude of the AB oscillation amplitude, �RAB,
which quantifies the degree of coherence, is obtained by in-
tegrating the h /e FFT peaks within the bar as indicated in
Fig. 2�e�. Rmn,kl varies depending on the measurement con-
figuration. In the five-terminal geometry the ratios of �RAB
to Rmn,kl are approximately 1.1–1.3 %, 8–13.3 %, and
1.8–2.3 % for local, nonlocal, and mixed setup, respectively.
Among the three-probe-configurations studied, �RAB of the
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FIG. 1. �Color online� �a� An optical micrograph of one of the
devices used in the experiment. �b� SEM micrograph of the ring
structure. �c� The two-probe conductance G52 vs Vg. Since Vg is less
than �−0.16 V, contact 5 is isolated from the device. �d� A dia-
gram illustrating our notation of currents and voltages in an ex-
ample of a five-terminal local measurement. Here R14,23=V23 / I14.
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FIG. 2. �Color online� Magnetoresistance of the ring as mea-
sured in different probe configurations. �a� Four-terminal local setup
�Vg=−0.18 V, current: 1→4, voltage: 2→3� �b� Five-terminal lo-
cal setup �Vg=0 V, current: 1→4, voltage: 2→3� �c� Five-
terminal nonlocal setup �Vg=0 V, current: 1→2, voltage: 3→4�
�d� Five-terminal mixed setup �Vg=0 V, current: 5→4, voltage:
1→2�. The dashed red line through the oscillations on each trace is
the background resistance, Rback. �e� The Fourier spectrum of the
data in Figs. 2�a�–2�d�, after subtracting Rback. The bars indicate the
ranges of inverse field which include h /e and h /2e peaks.
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nonlocal setup is smallest, but appears most visible due to
suppression of the background signal.

To qualitatively evaluate the probe dependence of Rmn,kl
and �RAB, we apply the Landauer-Büttiker �LB�
formalism.26,27 For a phase-coherent conductor with arbitrary
number of leads N, the selection of pairs of voltage and
current probes can give different conductance. The LB for-
malism gives a general rule to obtain the voltages Vm and
currents Im which appear in the lead m

Im =
2e2

h
�

n,n�m

N

�TnmVm − TmnVn� . �1�

Tmn represents the transmission probability of an electron
passing from lead m into lead n. In a generalized LB for-
mula, the Tmn can be treated as the thermally averaged trans-
mission coefficients including both coherent and incoherent
components. From the device geometry shown in Fig. 1�a�,
we assume T12=T21=T51=T15=T43=T34=T0, T13=T31=T42
=T24=T54=T45=T1, T23=T32=T41=T14=T53=T35=T2, and
T52=T25=T3. Based on symmetry considerations, we further
approximate T3�T0	T1
T2. With the above approxima-
tions, in a five-terminal device �N=5� the LB formalism pre-
dicts resistances of

R14,23 = � h

e2	T0
2�T0 + 2T3�

D
, �2�

R12,34 = � h

e2	 �T1
2 − T2

2��T0 + 2T3�
D

, �3�

R54,21 = � h

e2	2T0T1�T3 − T0�
D

�4�

for the local, the nonlocal, and the mixed setups, respec-
tively. Here the denominator D is the subdeterminant of the
matrix defined by Eq. �1�, which can be simplified as

D = 3T0
2�T0 + 2T3��T1 + T2� + T0T3�6T1

2 + 14T1T2 + 6T2
2�

+ T0
2�6T1

2 + 13T1T2 + 6T2
2� .

Equation �3� indicates that the lower nonlocal resistance,
R12,34, results from difference term T1−T2. Moreover, by ex-
amining Eqs. �2�–�4� we can readily see that R14,23�R54,21
�R12,34, in good qualitative agreement with the observations
shown in Figs. 2�b�–2�d�.

For both the four- and five-terminal configuration, �RAB
is approximately 10.5 � using the local setup �see Fig. 2�e��
and approximately 2.2 � in the nonlocal setup. To evaluate
the effects of contacts and device geometry on decoherence,
Fig. 3�a� illustrates the evolution of AB oscillations with
changing Vg. By biasing Vg, the coupling strength of contact
5 to the ring can be continuously tuned. The subtracted back-
ground resistance Rback is shown in Fig. 3�b�. The depen-
dence of the oscillation amplitude �RAB on Vg is summa-
rized in Fig. 3�c�. The results reveal that, within experimental
error, �RAB is insensitive to variations in background resis-
tance, and the contact 5 does not induce significant phase
breaking. It is interesting to note that sudden �-phase jumps
are observed when applying Vg. However, the proposed

mode switching mechanism is unexpected in the present
experiment.28 The origin of this phase shift is unclear.

To investigate the dephasing rate in different probe con-
figurations, the temperature dependence of the AB amplitude
is illustrated in Fig. 4. The AB oscillation amplitudes of the
h /e peaks saturate as the temperature drops below about 100
mK, irrespective of the device geometry and the probe con-
figuration. The origin of the saturation of the dephasing rate
near the zero-temperature limit has been widely debated in
recent years10 and is not resolved here. We focus on the
dephasing rate above 150 mK. An empirical relation for the
temperature dependence of �RAB is
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FIG. 3. The evolution of AB amplitudes going from a five-
terminal to a four-terminal ring by applying Vg=0 to −0.19 V in
the local configuration. The data were taken in different cooling
from Fig. 2. �a� Gray-scale plot of the AB oscillation component
RAB as a function of Vg and B. �b� Gray-scale plot of the subtracted
background resistance Rback. �c� The gate dependence of AB oscil-
lation amplitudes �RAB, obtained by FFT analysis of RAB.
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FIG. 4. Temperature dependence of the AB amplitude �RAB for
various probe configurations. The solid lines are the results of fitting
the data using exponential relationship as in Eq. �5�. The dashed
line marks the onset of linear fit. �RAB saturates for the tempera-
tures below the dashed line.
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�RAB = a exp�− bT� , �5�

where a and b are fitting parameters. The solid lines shown
in Fig. 4 are fitted using Eq. �5�. The dephasing rate can be
extracted from parameter b, using the relation ��

−1�b. The
fitting results of b are summarized in Table I. For all mea-
surement configurations the values of b are around 1.6.
Within the experimental error �approximately 1 � in �RAB�,
our data indicate that dephasing is independent of probe con-
figuration.

The phase coherence length L� can be estimated from
exp�−L /L��=exp�−bT�.23 With the average L�2.9 �m and
b�1.63 in the five-terminal local-probe configuration, we
deduce L��17.8 �m at T=100 mK. Thus, L� exceeds the
device size ��15 �m�. Our device could be viewed as a
ballistic conductor with good phase coherence at low
temperatures.

In the case of ballistic transport in a coherent mesoscopic
conductor, the arrangement of the voltage and current leads
only results in different conductance, but electron coherence
of remains the same.27 Dephasing due to probe configuration
changes can only occur when a path-dependent phase-
destroying event occurs in the interference path. In previous
works, the specific dephasing source is the voltage fluctua-
tions caused by accumulated charges between the gates and
the ring path.24,25 Our data as shown in Fig. 4 confirm that
without external gates near the ring, the decoherence is in-
sensitive to the probe methods.

The effects of thermal averaging effect can be estimated
by bT=�LkBT /
, with b approximately 1.5 K−1, where kB is
Boltzmann’s constant. This is comparable with our findings.
Thermal averaging effects are sufficient to account for the
observed dephasing in the present case.

C. Current-dependent dephasing

Next we investigate the effect of current on decoherence.
Temperature dependent on AB oscillation amplitudes ex-
tracted from local and nonlocal measurements for different
biasing currents are shown in Figs. 5�a� and 5�b�, respec-
tively. With increasing I, �RAB remains saturated for tem-
peratures below T�100 mK, but the saturated values rap-
idly drops. As the lattice temperatures rise, �RAB
exponentially decreases; however, the damping factor b be-
comes smaller at higher I, as shown in the insets of Fig. 5.
Simple electron heating due to applied current cannot ex-
plain these results. In the case of heating, one would expect
the exponent b to increase and the phase saturation to disap-
pear, due to the elevation of electronic temperatures by ex-
cess currents. The dependence of b on I suggests that to
deduce b as the decoherence rate is no longer adequate in the
present case. Current-induced dephasing effects must be
taken into account in Eq. �5�.

Importantly, the current dependence of b is also insensi-
tive to probe configuration �see insets in Figs. 5�a� and 5�b��.
This suggests that current-induced dephasing could be a
genuine process, with an origin related to the thermal aver-
aging effect. To explain the data shown in Fig. 5, we extend
the thermal averaging effect to the nonlinear transport re-
gime. We start by considering the transport properties of a
two-terminal multichannel AB interferometer.26 The various
transmission probabilities can be expressed as Tij =�ij
+�ij cos�2�� /�0+�ij�, where each Tij is specifically the
probability of a wave entering through channel j and leaving
through channel i. Here �ij represents the AB oscillation am-
plitude, �ij represents the nonoscillatory component, �ij ac-
counts for phase variation, �0=h /e is the flux quantum, and
� is the magnetic flux through the annulus. If the Tij are
small, we can simply sum over all incident and transmitted
channels and obtain the overall transmission probability
T�E�=�Tij.

26 Next, we assume that �ij =��kL�, to account
for the phase accumulated through asymmetric ring paths.
Neglecting the effect of electron interaction, we rearrange
the summation items and expend the wave vector k�E� to
first order in the energy E around the Fermi energy EF. Then
T�E� becomes

T�E� = T0 + T1 cos
kF�L +
E − EF

Ec
+ 2�

�

�0
� , �6�

where Ec=2EF / �kF�L�, �L is the difference in length be-
tween the two arms, kF is the Fermi wave vector, T0 repre-
sents the nonoscillatory terms, and T1 represents the AB os-
cillation terms.29 The nonlinear conductance at finite
temperature can be expressed as I= �2e /h��T�E��fS�E�
− fD�E��dE. Here, fS,D�E�=1 / �1+exp��E−�S,D� /kBT�� is the
Fermi-Dirac distribution, where �S=EF+eV and �D=EF are
the chemical potentials evaluated for the source and drain
contacts, respectively. We thus obtain

TABLE I. The exponent b �K−1� extracted from the fitted data in
Fig. 4.

Configuration Local �4� Local �5� Nonlocal Mix

b 1.59�0.04 1.63�0.06 1.56�0.05 1.63�0.04
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FIG. 5. Temperature dependence of the AB amplitude �RAB for
different currents in a five-terminal configuration. �a� Local setup.
�b� Nonlocal setup. The solid lines are fits using Eq. �5� in the
temperature interval covered by the line. �RAB approaches a satu-
ration value for temperatures below the dashed lines. Values of the
fit parameter b are shown in the insets with error bars comparable to
the symbol size.
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I =
2e

h

T0eV + T1�2�kBT�csch� kBT�

Ec
	sin� eV

2Ec
	

�cos
 eV

2Ec
+

2EF

Ec
+ 2�

�

�0
�� �7�

From Eqs. �6� and �7�, it is clear that Ec represents a
characteristic energy. As V→0 and kBT	Ec in Eq. �7�, the
AB amplitude decays exponentially, which is consistent with
Eq. �5�. The strength of the AB amplitudes can be
conveniently quantified using the visibility, defined as
�= �Imax− Imin� / �Imax+ Imin�

� = �0� kBT

eV
	csch� kBT

Ec
	sin� eV

2Ec
	 , �8�

where �0=2�T1 /T0. The visibility is dependent on the
interplay of the energy scales kBT, eV, and Ec. A phase dif-
ference of E /Ec is accumulated as an electron with energy E
travels through an asymmetric ring. This phase is kBT /Ec if
thermally induced and is eV /Ec if induced by bias voltage.
Averaging over these phases for interfering electrons whose
energy are spreading over the windows Ec, leads to a reduc-
tion in AB oscillation amplitude. It is intriguing to note that
the visibility derived in Eq. �8� depends on voltage, tempera-
ture, and asymmetry in a manner comparable to an electrical
Mach-Zehnder interferometer, employed by the edge chan-
nels in the integer quantum Hall regime.30 Noting this coin-
cidence, we infer the universality of the functional form of
the visibility, and extend Eq. �8� to a multiterminal mesos-
copic conductor. To do so, we must redefine V=Vmn, i.e., � is
only relevant to the voltage difference between voltage
probes m and n. Making this change, we can evaluate � for
different probe configurations.

To compare Eq. �8� with our experimental results, we de-
fine �=�RAB /Rmn,kl�B→0�. Vmn can be determined by V-I
curves at B=0 T as shown in Fig. 6�c�. �0 and Ec are used as
fitting parameters. The solid lines illustrated in Figs. 6�a� and
6�b� are the fitting results for local and nonlocal measure-
ments, respectively. The visibility of the nonlocal measure-
ment is larger than that of the local measurement due to
R14,23�R12,34, as discussed earlier. The functional depen-
dence of � on T and V corresponds well with the experimen-
tal results for T�150 mK. Equation �8� predicts that � tends
to approach �0 in the low-temperature limit as eV�Ec. It is
interesting to compare the experimentally measured visibility
to the calculated one as kBT�Ec. We found that the tempera-
ture dependence of the calculated � can quantitatively trace
the experimental data, but the slight deviation occurs at low
bias current as I�50 nA. The discrepancy in this case could
be understood if the electron temperature actually is higher
than the lattice temperature as T�100 mK. Therefore, the
flatness of � measured at low temperatures is likely due to
the saturation of the electron temperatures.

The fitting parameters �0 and Ec for both local and non-
local probe configurations are summarized in Figs. 6�d� and
6�e�. There exist a number of striking consistencies in �0 and
Ec between the local and nonlocal setups. First, Ec increases
monotonically with applied current, and its value is remark-
ably consistent over different probe methods. This provides

strong evidence that Ec represents a genuine energy scale
related to the decoherence rate. Ec can be rewritten as Ec
=
vd /�L, where vd is the drift velocity. Therefore, the cur-
rent dependence of Ec can be explained as the increase of the
drift velocity with increasing electric field. Based on the in-
ner and outer perimeters of the ring annulus, we estimate �L
is about 1.6–0.2 �m �see Fig. 1�b��. From this, we can de-
duce that vd is approximately 1.1–0.1�107 cm /s, consis-
tent with previous reports.31 Furthermore, kB /Ec, approxi-
mately 1.4–3.4 K−1 is also comparable to the
experimentally determined b. Lastly, the visibility measured
in local �0�l� versus nonlocal �0�non� configurations can be
related by �0�non��6.6��0�l�, as shown in Fig. 6�e�. This
scaling can be understood as the ratio of the oscillatory trans-
mission in R14,23 /R12,34, as obtained by Eq. �1�. For a de-
tailed quantitative discussion of �0, a more complete multi-
channel and multiprobe Landauer formula must be
considered.32

The consistency of Ec and the scaling of �0 using different
probe configurations strongly validates the stated functional
dependence of � on T and V. Our result provides a unified
picture of dephasing for a multiterminal and multichannel
ballistic conductor, wherein decoherence is governed by the
averaging of the phases of the excited electrons circulating
across asymmetric ring paths.

III. CONCLUSIONS

In summary, we have measured the temperature and cur-
rent dependences of phase breaking in a ballistic five-
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terminal AB ring. In this work, there is no metal gate in the
vicinity of the ring path, so environmental effects on the
dephasing are minimized. This enables us to probe the basic
properties of phase breaking. We conclude that the decoher-
ence rate is insensitive to probe configuration. Moreover, we
find an energy scale Ec responsible for the temperature and
current dependences of AB oscillations. Ec is the result of
intrinsic asymmetry of two ring arms, and it characterizes an
energy window of dephasing. We thus derive a general func-
tional form for the visibility, accounting for the role of phase
differences due to temperature, bias voltage and asymmetric

geometry. We successfully apply this to interpret our experi-
mental data.
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