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Spin-glass transition in geometrically frustrated antiferromagnets with weak disorder
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We study the effect in geometrically frustrated antiferromagnets of weak, random variations in the strength
of exchange interactions. Without disorder the simplest classical models for these systems have macroscopi-

cally degenerate ground states, and this degeneracy may prevent ordering at any temperature. Weak exchange
randomness favors a small subset of these ground states and induces a spin-glass transition at an ordering
temperature determined by the amplitude of modulations in interaction strength. We use the replica approach
to formulate a theory for this transition, showing that it falls into the same universality class as conventional
spin-glass transitions. In addition, we show that a model with a low concentration of defect bonds can be

mapped onto a system of randomly located pseudospins that have dipolar effective interactions. We also
present detailed results from Monte Carlo simulations of the classical Heisenberg antiferromagnet on the
pyrochlore lattice with weak randomness in nearest-neighbor exchange.
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I. INTRODUCTION

Frustration refers to competition between few-body
interactions which hinders simple macroscopic long-range
ordering. In many systems it involves competition between
ferromagnetic and antiferromagnetic interactions. However,
frustration can also occur in systems with purely anti-
ferromagnetic interactions. Geometrically frustrated anti-
ferromagnets! constitute a large class of materials in which
the frustration has a purely structural origin and gives rise to
highly degenerate ground states. In some instances a conse-
quence of this degeneracy is that the system has no ordered,
low-temperature phase, instead remaining in the paramag-
netic phase down to zero temperature.

It is well known that disorder in the form of quenched
random-signed few-body interactions leads in high enough
dimensions to a spin-glass phase separated from the high-
temperature paramagnet by a true, if unusual, phase
transition.? It has been a longstanding question whether the
addition of random interactions on top of those of a geo-
metrically frustrated antiferromagnet could also lead to a true
spin-glass phase at low temperatures,® and if so, whether and
to what extent the transition and low-temperature phase are
similar to those of conventional spin glasses.

In fact, spin-glasslike freezing has been observed in a
number of geometrically frustrated magnets. These materials
characteristically have a Curie-Weiss constant 6.y of mag-
nitude much greater than the freezing temperature 7. Some
examples are SrCrgGa,0,9 (Ocy=-500 K, T;=4 K)2*7
Y2M0207 (GCW2—200 K, Tr222 K),8710 and an_xCdx
Cr,0, for x=0.05 (6cy=-390, Ty=12 K).'"'? Typical
observed features include differences between field-cooled
and zero-field-cooled susceptibilities below T}, and in some
cases an increase in nonlinear susceptibility y,; close to T}. In
particular, the existence of a sharp spin-glass transition has
been rather clearly established through detailed experiments
on Y2M0207.8’9

The reason for the observed freezing has long been a
puzzle. On one hand, it has been established that simple
models without disorder do not show freezing.!> On the other
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hand, samples exhibiting spin-glass order either contain little
structural disorder® that could be invoked to explain the tran-
sition or have a transition temperature that does not correlate
straightforwardly with the level of the identified form of dis-
order. Indeed, in SrCrg_,Gay,, 0,9 the transition temperature
decreases with increasing disorder, as represented by the
composition x.*°

A possible origin for a low-temperature spin-glass phase
in frustrated magnets is suggested by recent experiments that
show the importance of random strains in the samples. Such
strains, via magnetoelastic coupling,'! generate randomness
in the strength of antiferromagnetic exchange and hence may
account for a spin-glass phase at low temperatures. In the
material Y,Mo,05, disorder in Mo—Mo distances has been
detected using XAFS (x-ray absorption fine structure).'®
Separately, in Zn,_,Cd,Cr,0, disorder can be introduced in a
controlled fashion by varying the composition x. Since Zn**
and Cd** have different ionic radii, this nonmagnetic disor-
der is expected to introduce random strains. Moreover, the
fact that the undoped material (x=0) has a low-temperature
phase transition at which a frustration-relieving lattice distor-
tion and Néel order appear together'! suggests there is sig-
nificant magnetoelastic coupling. It is therefore striking that
small disorder levels (x=0.03) give rise to spin-glass order
at low temperature in place of the Néel phase. Disorder in the
strength of exchange interactions, induced by distortions
generated around Cd sites,'” seems a likely origin for this
behavior.

Against this background, our aim in this paper is to study
spin-glass ordering in geometrically frustrated antiferromag-
nets with weak exchange randomness. Earlier studies of
model frustrated systems in which low levels of disorder
induce a spin-glass phase are reported in Refs. 14 and 15,
and an earlier investigation by others of the problem we con-
sider is described in Ref. 16. A short account of some of our
work has been given in a previous publication!” by two of
the authors. Here we present extended results, including a
mapping to an analogue of the conventional spin-glass
theory. We show, both analytically and from simulations, that
weak exchange randomness indeed generates spin-glass or-
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der, with a transition temperature proportional to the ampli-
tude of exchange randomness, albeit with a different propor-
tionality constant than in a conventional system without the
geometrical frustration. As a result of the dominant, average
antiferromagnetic exchange, thermal fluctuations near the
spin-glass transition temperature are highly constrained: they
lie within the ground-state manifold of the equivalent system
without quenched disorder. The ground states of the disorder-
free system are macroscopically degenerate and have power-
law correlations. Restriction of fluctuations to this set of
states has two consequences. First, randomness in nearest-
neighbor exchange generates effective interactions that are
long ranged, though not sufficiently so to change the univer-
sality class for critical behavior. Second, the transition tem-
perature arising from a given amplitude of disorder is higher
in a geometrically frustrated system than it would be if the
mean exchange interaction were zero.

An outline of the paper is as follows. In Sec. II we intro-
duce and discuss the replica treatment of a frustrated antifer-
romagnet with weak, homogeneous exchange randomness; in
Sec. III we consider dilute disorder, for which we map the
geometrically frustrated magnet to a set of pseudospins with
random dipolar interactions; in Sec. IV we present results
from numerical simulations of the Heisenberg antiferromag-
net on the pyrochlore lattice with exchange randomness; in
Sec. V we use finite-size scaling to analyze these results; and
in Sec. VI we make concluding remarks.

II. REPLICA THEORY

A. Setting the stage

Our starting point is a pure system consisting of classical
m-component spins on the pyrochlore lattice with antiferro-
magnetic interactions, described by the Hamiltonian H,,
=2,/S;-S;. Here the sum X, runs over pairs of nearest
neighbors, and spins are of unit magnitude. This model is
geometrically frustrated and has a macroscopically degener-
ate ground state. As a consequence, ordering is suppressed
and the system remains paramagnetic down to zero
temperature' (except for the case m=2, in which thermal
fluctuations induce collinear order at low temperatures,13 and
which we exclude in the following). Another feature of the
model is the emergence of power-law spin correlations at
temperatures T<<J,'8 and one of our concerns is to under-
stand how these correlations influence spin-glass phenomena
in frustrated magnets.

We introduce exchange disorder by replacing J in H, with
Jiy=J+ 5J,/, where 5] is random and has zero mean. We
take the distribution of 6J;; to be Gaussian with variance A?
in our analytic work and uniform on [-A,A] in our numeri-

cal simulations, setting A=A/\3 so that the variance is the
same in both cases. The regime of interest is A <J; the op-
posite situation, A>J, describes a system where disorder
dominates over the antiferromagnetic coupling and a conven-
tional spin-glass phase is expected at low temperatures.

We hence consider the Hamiltonian

(i) (ij)
This model is of direct physical interest in both the Heisen-
berg and Ising cases, the latter arising as a description of spin
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ice materials in which strong single-ion anisotropy constrains
spin orientations.

B. Spin ice

We first consider Ising spins, for which S;= * 1; the vec-
tor case is treated in Sec. II C. We use the replica trick'® to
carry out the disorder average. This produces an effective
replica Hamiltonian

A2
=D

(ij),(ab)

== E S8t -

SasbSaSb (2)
"~ Tija

iRjo)>
where the replica labels take values a,b=1,...,n, the sum-
mation X, is over a<b, and the limit n— 0 is to be taken

at the end of the computation. The last term can be rewritten
as

a gb a b
-3 212 SiSIKS4S?, 3)

where K;; is the adjacency matrix on the pyrochlore lattice.
The factor 1/2 accounts for double counting in summation
over sites. A

Next we introduce local overlaps Q, defined on sites of
the lattice via a Hubbard-Stratonovitch transformation?

which decouples the four-spin term, yielding?!

1 . A .
BHo=2 52 Quks; Oy = ;E QLSISI (- (4)

(ab) ij

The overall partition function can now be written as an

integral on Q;, of exp[-BH.], where the effective Hamil-
tonian is given by

BHer=7 > S 04k - W) (5)
(ab),ij
with
WilQ] =log(eX” 3 CusisT) (©)
Here (- - ), denotes an average with respect to the clean sys-

tem Hamiltonian, H,,. To advance further we need to evalu-
ate W3[Q]. An exact calculation is not possible and so we
rely on a high-temperature expansion of W3.??> That is, we

expand the exponential in powers of A/T. Since 'H, does not
couple different replicas, averages (- - ), with distinct replica
labels factorize into products of averages with the same rep-
lica labels. Averages over odd numbers of spins vanish due
to the absence of ordering in the pure system. As a conse-
quence there is no term linear in Q. At orders (A/T)? and
(A/T)? only two-spin correlators G;j=(S:S;)o appear in the
expansion. At third order this is due to the fact that bare
correlators with an odd number of spin vanish, and those
with an even number of spins greater than two are excluded
due to constraints on replica indices that prohibit having four
or all replica labels equal. Truncating the expansion at third
order, we obtain
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3
Wil0l=— 2 QabG +3 > Viijisz{wQ];c’
2T aby.ij T (ubo).ijk
where
ljk - G Gthjk‘ (7)

It is convenient to split BH. into S5, the part quadratic in
0, and §;,;, an interaction part. Fourier transformation block
diagonalizes S,. Since the pyrochlore lattice has fours sites
per unit cell, Fourier components carry both a wave vector q
and a sublattice label k. We use a hat to denote the Fourier
transform of a function, and write the spin-spin correlator of

the pure system as GK,?(q) (S(=q)S,(q))y. We also intro-

duce the shorthand G2 (q) I GK,7(q p)GK,,(p) With this
notation we have

S,[0]= 2(;,) f Qb(—q){ (q)——G2 (q)} 07,(q)

(8)
and
53
Sint[Q] == ? 2 an(q P)Qab(Q)Q (P)
(abe),knw 7 qp
X Qz)c(_ P- (I), (9)
where

Vino(@P) = G @G ()G ro(-q-p).  (10)

A phase transition is signaled by the vanishing at the
mean-field critical temperature T?/IF of one of the eigenvalues
of the kernel of S,. Physically, one expects the critical mode
to have wave vector zero. Because of translational invari-
ance, a spatially uniform vector Q;h= @5+ U 18 an eigenvector
of the kernel at all temperatures. This mode is also separately
an eigenvector of K(0), with an eigenvalue that we denote by

N\4(0) and of Gi”(O). The temperature TIL\./[F
mined by the equation

~\2
L _AVSE o=
\(0) 4(T§4F) %GKW(O)—O- (11)

is therefore deter-

In the regime of most interest, A<<J, the temperature
scale J below which dipolar spin correlations develop is
much larger than the spin-glass transition temperature. For
temperatures T~T?_4F spin fluctuations are effectively con-
fined to the ground-state manifold of the disorder-free sys-
tem, and disorder acts as a perturbation. Under these condi-
tions we can use the results of Refs. 18 and 23 to write the
two-spin correlation function approximately in terms of the
normalized eigenvectors {Uy_; ;3 4} of the adjacency matrix

K. This matrix has two flat bands, with eigenvalues Ny,
=-2 that are independent of wave vector, and two dispersive

bands, with eigenvalues \5(q) <\4(q). We have!®?3
G =22 (U (@)(U,(q). (12)
12
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This approximation and the orthonomality of the eigen-
vectors {Uy} yields =,,G KW(O) 8. Now A\4(0)=6 (see Ref.

18), and so we obtain from Eq. (11) the result T?’IF—AV 12. A
conventional mean-field result for TMF is also contained in

Eq. (11) when one sets J=0. In this case GK”(q) yenp Which
implies >,,G K”(O) 4 and YMF 0—A\6 Thus, within the
framework of our calculatlo_n there is an increase in the
value of T by a factor of 2 due to the correlations arising
from uniform frustration.?* The increase in the spin-glass
phase transition temperature compared with that of a conven-
tional system with /=0 has a simple physical explanation:
the geometrical frustration severely reduces the phase space
available for spin-glass-destabilizing thermal fluctuations in
the low-temperature manifold.

To describe the transition we retain only the branch of soft
modes. We denote the corresponding eigenvector of the ker-
nel of S, by v*(q), and the associated eigenvalue by E(q).
Writing Q%,(q) = ¢.,(q)v*(q), the effective theory for the
spin-glass transition is

S[e]= (E E(Q)|¢,q))
ab
A 3
- (W) E f V(%P)@ab(‘l)%c(l))
¢ (abc) 7 qp
X¢p(-q-p), (13)
where
V(QP) = 2 Vipo @ P (@ (p)o(-p-q). (14)

KNw

In conventional spin glasses E(q) ~ E(0)+Aq? as q— 0, with
A a positive constant. If this behavior persists in our case, the
conventional effective theory is retrieved. Direct diagonal-
ization of S, for q # 0 is complicated and we rely instead on
nondegenerate perturbation theory to study the small q be-
havior of E(q). To first order in (A/T)? the eigenvalue E(q)
is given by

1
N4(q)

~\2
A A A

We consider in turn the contributions to E(q)—E(0) from
each term in this expression. First, using an explicit form for
Mi(q) (Ref. 18) it is easy to check that \;'(q)—\;'(0)
~Ayq® as q—0 with A;>0. Next, direct evaluation of
> JUS(q)-U%(0)] shows that it vanishes faster than ¢* as
q—0. Analysis of the contribution from the second term
therefore reduces to the evaluation of

~\ 2
A
( >qaqﬂ2 f [VoVsGn(PIG ), (15)

T L/

where V_=d/dp,. The integral on p is most easily under-
stood in real space, where it takes the form
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- E (ri— rj)a(ri - rj)BGZ(ri - l'j)- (16)

l‘il‘j

Crucially, the power-law decay G(r)~r~> at large r is fast
enough that the sum in Eq. (16) converges, giving a finite
result for &= and zero by symmetry for «# 3. Moreover,
the signs of Egs. (15) and (16) combine to give an overall
positive sign to the coefficient of q>. Taken together these
results ensure that E(q) ~ E(0)+Aq? with positive A.
Within the context of the effective theory it is also justi-
fied to replace V(q,p) by its limit for q,p— 0. Taking this

limit in Eq. (14) and using the asymptotic form for G we find
V(g.p) = (8.K) + (4.)” + (5.4)* - (B.4)(B.k) (4. k).

where P, ¢, and K denote unit vectors in the directions of p,
q, and k=p+q, respectively.

Summarizing these results, we have obtained an essen-
tially conventional replica theory at mean-field level. A criti-
cal theory, almost identical to the one derived for Edwards-
Anderson model,?? also follows. The only difference to the
standard version is in the form of the interaction term, which
has a nontrivial wave-vector dependence in our case, origi-
nating from dipolar correlations present in pure system. The
effective critical theory is

Slel=2 | (@®+ Dlew(@

(ab) Y q
g

+= f V(@.p) 2 @ar(@ @ac(P)@s(- P - q),
6 qp (abc)

(17)
where 7~ 1—(TMF/T)? and g~ (A/T)>,

C. Vector spins

In this section we sketch the generalization of the results
derived above for the generic case of m-component spins.
The derivation follows closely that for the Ising case with
minor modifications due to additional spin-component labels.
Local overlaps Q%F(i) now carry an additional pair of spin
component labels «,B and summation over ab is unre-
stricted. Also, at variance with the Ising case diagonal terms
(a=b) now give nonconstant contribution to the effective
Hamiltonian and cannot be dropped. As a consequence one
has to define diagonal overlaps Q;“f(i), which contribute to
the expansion of W[ Q]. This in turn leads to appearance of
four and higher spin correlators already at order three in the
expansion of Wj. However it affects only the form of the
cubic term, and not that of the quadratic term which deter-
mines the value of critical temperature. The mean-field criti-

cal temperature expression generalizes to T?Fzﬂ V12/m. The
critical theory is very similar to the spin ice case, being
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1
Stel=-2 ¢+ X | (a*+l¢ifl (@)
aa ab,af v q

g Q, (24
+= f Vig.p) 2 ¢f@el(pe(-p-q).
6 qp abe,aBy

(18)

To conclude, critical replica theories for disordered frus-
trated magnets at all values of m (except, as indicated above,
m=2) coincide with the conventional critical theory for spin
glasses.”? The underlying geometrical frustration reveals it-
self in a remaining wave-vector dependence of the interac-
tion vertex and an increased mean-field value of the critical
temperature as compared to the conventional case.

II1. DILUTE IMPURITIES

It is also interesting to consider a model of dilute disorder,
in which a low density of isolated tetrahedra have exchange
interactions that are different for different pairs of spins
within the tetrahedron. We show in this section that each
such tetrahedron has a pseudospin degree of freedom. We
find that entropic interactions between these pseudospins,
mediated by spins in the remaining tetrahedra, have a dipolar
form. In this way we arrive at a similar conclusion to the one
reached in Sec. II, but for a different version of the problem
and by a different route.

As a first step, consider a single tetrahedron taken from
this lattice, with spins S;,...,S,; at the vertices. With all
exchange interactions equal, its ground states are the con-
figurations for which 2;S;=0. The spin stiffness is zero in
this toy problem in the sense that, within the set of ground
states, the orientations of a pair of spins can be chosen arbi-
trarily. The consequences of fluctuations in &J;; with ampli-
tude A have been set out in Refs. 16 and 25: generically, a
unique ground state is selected (up to global spin rotations)
in which all four spins are collinear and the total spin of the
tetrahedron is zero. In such a configuration the four spins can
be grouped into two ferromagnetically aligned pairs, and en-
ergy is minimized by picking these pairs appropriately, as
illustrated in Fig. 1. Nonzero dJ;; hence induce a ground-
state stiffness, since changes in the relative orientation of a
pair of spins cost an energy O(A).

Extending this discussion, consider a pyrochlore lattice in
which a randomly selected, dilute subset of special tetrahedra
have interactions of unequal strength, while in the remainder
all oJ;; are zero. Provided dilution is sufficiently high,
ground states are macroscopically degenerate, and in ground
states each special tetrahedron has collinear spins at its ver-
tices. The orientations of these quartets of collinear spins at
different special tetrahedra are independent, and constitute
some of the ground-state degrees of freedom. We label the
special tetrahedra by A and specify these orientations with
unit vectors o4 in spin space. In addition, to characterize the
realization of quenched disorder we introduce unit vectors ny
in real space, defined to be perpendicular to both of the links
on the lattice that join ferromagnetically aligned pairs of
spins in tetrahedron A, as shown in Fig. 1. (Since ny serves

014406-4



SPIN-GLASS TRANSITION IN GEOMETRICALLY...

FIG. 1. A ground-state configuration of spins at vertices of an
isolated tetrahedron in which there are antiferromagnetic exchange
interactions of strength J between pairs joined by solids lines, and
of strength J— &/ (with 0<< 8/ <<J) between pairs joined by dashed
lines. The vector ny is perpendicular to both of the links between
ferromagnetically aligned pairs of spins.

to define an axis, =n, are equivalent.) These vectors are
each aligned along one of the cubic axes of the pyrochlore
lattice and are quenched random variables. At temperatures
T<A only the ny, and not the magnitudes of the &J;;
important to characterize the disorder.

Integration over all other degrees of freedom induces an
effective, entropic interaction between the o,’s. The form of
this effective interaction can be deduced by using the param-
eterization of the ground states of the disorder-free model in
terms of a gauge field, introduced in Ref. 18.

The essence of this parameterization can be summarized
as follows, treating in the first instance the case of Ising spins
S;. A three-component vector field B(r) is chosen to repre-
sent spin configurations, in such a way that the condition for
a configuration to be a ground state is V-B(r)=0. At the
microscopic level, this is achieved in two steps.18 First, one
notes that the centres of tetrahedra on the pyrochlore lattice
themselves form a diamond lattice, which is bipartite. It is
therefore possible to define a unit vector é(r;) in real space at
each site r; of the pyrochlore lattice, with the orientation
convention that it is directed from one chosen diamond sub-
lattice towards the other. Second, one defines B(r;) =¢é(r;)S;,
which has zero lattice divergence in ground states. After
coarse graining, B(r) is treated as continuous, divergence-
free field. Extending these ideas to treat m-component spins,
one introduces m fields B%(r), with a=1,...,m, related at
the lattice level to spin components S;* by B*(r;) =é(r;)S;".
The coarse-graining procedure gives rise to an entropic
weight that favors configurations with small field strengths.
Writing this weight as ¢~50, S, is postulated'® to have the
form

ij>

K
S0=—J &IrY| (19)
2 «
where « characterizes an entropic stiffness, which is distinct
from the energetic stiffness that arises when dJ;; is nonzero
for all nearest-neighbor pairs.
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In this language, the condition that the spins of a special
tetrahedron located at a random position r, are collinear with
orientation o, translates into the condition on the fields
B*(r) that B*(r,)=0fn,. We impose these constraints by
introducing three-component fields ¢p§ and using on the spe-
cial tetrahedra

1 AR
B (ry) ~ ofiny] = —— f d’ pfie! P,
(2m)
Integrating out the fields B*(r) and the variables o, we
arrive at a weight eS¢t for 3 of the form

eff-z 2 b5 Miry—rg)- i+ 2 Vg (20)

Here the 3 X3 interaction matrix M(r) is dipolar, with ele-
ments [M(r)],=(?8,-3rr,)/4mr. The one-body term
V(g,) is a function of @3== (5 -n,)? and has the expan-
sion V(gH)=c,p?+cyo™ -, where c,=(2m)™' and ¢,
=(4m*[m+2])~". This effective model has site disorder, since
the tetrahedra labeled by A and B are selected at random. By
this means, we have arrived at a model of randomly located
interacting dipoles as a description in the 7—0 limit. We
expect the model to have a classical, zero-temperature phase
transition between a paramagnetic phase at low density and a
spin-glass phase at high density.

At finite-temperature thermal excitations generate a finite
correlation length &, which sets a maximum range for the
interaction M(r). This correlation length diverges in the low-
temperature limit, exponentially in J/T for the Ising spins,
and as the power law £~ (J/T)"? for Heisenberg spins. On
increasing temperature from zero in the spin-glass phase, a
transition to a paramagnet is expected, with a transition tem-
perature set by the lower of two scales: one of these is the
temperature at which & becomes comparable to the spacing
between defect tetrahedra; the other is the disorder strength
A. Despite the dipolar form of interactions at distances
shorter than ¢ this transition is expected to be in the same
universality class as with short-range exchange.?®

In principle an analogous finite-temperature mapping
could be made in terms of the model of Sec. II, by replacing
the hard constraints B*(ry)=0%n, with soft weightings
exp{—E,[(J%)]/ T}. These will be determined by the energetic
costs E4({/;j}) of local spin configurations drawn from the
ground- state manifold of the clean system, where {J: } de-
notes the set of {J/;;} within tetrahedron A. This mappmg
would yield an analogue of Eq. (20) with a summation over
all A but with extra quench-random local ¢ weightings,
again leading to spin-glass behavior as expected for a site-
disordered Ginzburg-Landau spin glass.

IV. NUMERICAL SIMULATIONS

In order to investigate our ideas further we turn to Monte
Carlo simulations of the classical Heisenberg antiferromag-
net with nearest-neighbor exchange on the pyrochlore lattice.
Our focus is on the effects of weak randomness in the
strength of exchange interactions. This section provides a
complete description of work presented briefly in an earlier
publication.!”
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A. Model and method

We take the exchange interaction between spins at neigh-
boring sites i and j to have strength J+4J; with &J;; an
independent random variable for each bond, uniformly dis-
tributed in the range [-A,A]. Our interest is in the limit A
<J and our most extensive results are for A=0.1J.

We simulate a sample in the shape of a rhomboid that has
edges parallel to the primitive basis vectors of the lattice,
with periodic boundary conditions between opposite faces.
System size is specified by the linear dimension L of the
sample. The number of primitive unit cells in such a sample
is N=L* and the total of number of spins is N,=4L3. We
present data for sample sizes in the range from L=2 to 7. At
each sample size it is necessary to average over different
disorder realizations. We used 10° realizations for L=2 but
found that 200 realizations are sufficient for L=7.

We employ parallel tempering?’ to ensure equilibration of
large systems at low temperature. In this approach, one simu-
lates N,y copies of the system simultaneously. Each copy is
at a different temperature, taken in a range from 7;, to T}«
with geometric spacing. This range is required to be wide,
since T},;,, must be below the spin-glass transition tempera-
ture while T,,,, must be high enough that relaxation at that
temperature is fast. At the same time, adjacent temperatures
should be sufficiently close that there is a high probability
for configurations to be exchanged between them under the
moves of the parallel tempering algorithm. This requires a
sufficiently large value of Ny,,. We take?’

Narray = N;/z 1n(Tmax/Tmin) . (21)

B. Testing equilibration

We estimate equilibration times by studying the evolution
of observables starting from different initial states. Two
simple choices of initial state are an infinite-temperature con-
figuration with random spin orientations, and a Néel ordered
configuration with collinear spins, which is a ground state of
the model without exchange randomness. For each of these
initial states we show in Fig. 2 the evolution with Monte
Carlo time of the spin-glass correlation function C(r) [de-
fined in Eq. (22)] for r=1 and r,,,,, the maximum separation
in a sample of size L=7, taking A/J=0.1 and 7/A=0.1. This
is the largest lattice size and lowest temperature, and hence
the most difficult case, for which we present detailed results
in our study of the spin-glass transition. As seen from Fig. 2,
the equilibration time in this case is ~10> parallel tempering
steps, although memory of the difference between initial
configurations is lost after a shorter time. When using paral-
lel tempering it is also important that each copy of the sys-
tem should visit every temperature simulated with equal
probability. We have checked that the simulation time for a
copy to loose memory of its initial temperature is shorter
than the equilibration time for the spin-glass correlation
function. On the basis of these tests, for L=7 we collect data
after an equilibration time of 10° parallel tempering steps.
For smaller system sizes equilibration is more rapid.

Our equilibration times are similar to those for conven-
tional Heisenberg spin glasses on the cubic lattice.?® It is
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FIG. 2. Evolution of the spin-glass correlation function for two
different starting configurations. Simulations starting from a ran-
dom initial condition [for r=1 (A), r=rp, (¢ )] are compared with
simulations starting in a Néel ordered state [for spatial separations
r=1 (O), r=rp, (O)]. Error bars are omitted for clarity: in the
worst case (r=ry,,) they are ~10%.

worth noting that these equilibration times are smaller than
those typically needed for Ising spin glasses. Lee and
Young?® suggested that this is because energy barriers are
smaller in the Heisenberg model. The extra degrees of free-
dom in the Heisenberg model mean that the simulation can
find paths around energy barriers, rather than over them as in
Ising systems.

C. Specific heat

The low-temperature heat capacity C, of the classical
Heisenberg antiferromagnet on the pyrochlore lattice is inter-
esting as a diagnostic for macroscopic ground-state
degeneracy.'®> Without degeneracy, equipartition and the fact
that each spin has two degrees of freedom would give a
classical low-temperature heat capacity of ky per spin. The
smaller measured value of (3/4)kg per spin demonstrates
that one quarter of the degrees of freedom in the model make
no contribution to C, because they can fluctuate without en-
ergy cost. We expect exchange randomness to eliminate this
macroscopic number of zero modes, leaving only the three
zero modes associated with global spin rotations. The limit-
ing low-temperature value of the heat capacity per spin
should then be (1-3/2N,)kg. At higher temperatures the heat
capacity is expected to have a broad maximum in the vicinity
of the spin-glass transition, and to remain finite and smooth
even in the thermodynamic limit.

In our simulations we determine the heat capacity from
the variance of energy fluctuations. As reported previously,'’”
the heat capacity has a broad maximum around 7/A ~0.45
for A/J=0.1, while at low temperatures it tends to unity for
large system sizes. We show in Fig. 3 the dependence on
system size of C, at the temperature of the maximum and at
the low temperature 7/A=0.1. As expected, both values ap-
proach a constant with increasing system size, which in the
second case is close to kg. Further calculations down to
T/A=1072 for L=4 (not shown) confirm the expected value
(1-3/2N,)kg more precisely.
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FIG. 3. C, against L for two temperatures: that of the maximum
(O); and T/A=0.1 (A), the lowest temperature simulated for larger
system sizes.

D. Spin-glass correlation function

To search for spin freezing we study the spin-glass corre-
lation function C(r). This is defined in terms of behavior in
two copies of the system with identical disorder. Denoting
thermal averages in copies 1 and 2 by (---); and {--),, and
the disorder average by [---],,, we have

C(r) =[(S(0) - $(r))1(S(0) - S(r))2 ]y (22)

Spin freezing is indicated by a nonzero limiting value for
C(r) at large r. We show in Fig. 4 the temperature depen-
dence of C(r) for the maximum spin separation (r=ry,,) in
the three largest system sizes studied (L=5,6,7). There is a
clear transition within the temperature range 0.2<<T/A
<0.4. This behavior is in marked contrast to that of the pure
system, where C(r) falls with r as 7~ in the low-temperature
limit and exponentially at finite temperature.'®

The inset to Fig. 4 suggests that C(r,,,) tends to a finite
constant below T for large L, further supporting our conclu-
sion that there is a finite-temperature transition in the infinite
system when weak-bond disorder is present. The behavior of

0.2

0.2

091 0.2

T/IA

FIG. 4. C(ry,y) versus temperature for L=7 (A), L=6 (OJ), and
L=5 (O). The inset shows the scaling of C(ry,,) with system size
for T/A=0.1 (O), T/A=0.2 (), and T/A=0.4 ().
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the correlation function puts simple bounds on the transition
temperature, 0.2=<T;/A=<0.4.

The behavior of the spin-glass correlation function thus
provides convincing evidence for a spin-glass transition in
the model. However, the value of the critical temperature has
a large uncertainty. As we discuss in the next section, finite-
size scaling can be used to sharpen the estimate for the criti-
cal temperature and to find approximate values for critical
exponents.

V. FINITE-SIZE SCALING

There is extensive past work on finite-size scaling analy-
sis of the transition for conventional models of spin glasses
that have zero mean-exchange interaction.?® From this it has
emerged that study of the behavior of the spin-glass correla-
tion length is a particularly effective approach. We find that
the situation is different in the case of geometrically frus-
trated systems. These have strong short-range correlations at
low temperature, even in the absence of disorder, which
complicate a scaling analysis using the limited range of sys-
tem sizes available. Instead we employ scaling collapse of
the spin-glass susceptibility [Eq. (23)] to obtain simultaneous
estimates of T}, v, and y. We emphasize that our aim here is
not to find precise values for the critical exponents; rather,
our principal objective is to confirm that there is a finite-
temperature second-order phase transition and determine its
temperature.

The spin-glass susceptibility, which is related to the non-
linear susceptibility x,, is defined as?

Xs =2 C(r). (23)

In the paramagnetic phase ys;~ O(1) since the only signifi-
cant contribution to C(r) is from small r. Its divergence at
finite temperature signals a phase transition. Approaching the
critical temperature from above, we expect

~1r7, (24)

XsG
where r=(T-T;)/T; and vy is the corresponding critical expo-
nent. Equation (24) holds if the dimension d of the system is
greater than d,;, the lower critical dimension, so that 7;>0.
The evidence from the previous section strongly favors this
scenario. Furthermore, from the results of Sec. II we expect
the upper critical dimension for the transition to have its
conventional value, which is believed to be six.? The hyper-
scaling relations should therefore hold, and using dv=vy
+23 we can deduce the value of 8 from scaling of ygg.

If there is a thermodynamic phase transition then we an-
ticipate close to T} in a finite system the scaling behavior

X(T.L) = L"f(L""1), (25)

where v is the critical exponent of the correlation length. The
scaling function obeys f(0) >0 and f(x) ~x~" for x—o. In
Fig. 5 we show yg; as a function of T/A for system sizes
from L=4 to 7.

The rapid increase in x5 below T/A~ 0.4 provides clear
evidence of a spin-glass transition. The scaling analysis of
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FIG. 5. The spin-glass susceptibility, ysg vs T/A for system
sizes from L=4 (closed triangles) to L=7 (open circles).

Xsc 1s complicated by large finite-size effects. Due to the
ground-state constraint in frustrated antiferromagnets, our
model has significant short-ranged correlations that are ap-
proximately independent of system size. For L=2 and 3 the
contribution to ygs from these local correlations is signifi-
cantly greater than the contribution from C(r) at large dis-
tances and so these system sizes cannot be included in the
analysis.

A scaling collapse of xgs for the system sizes 4=L=7
yields the best-fit parameters T;/A=0.23(9), v=1.0(2), and
v=1.45(45)."7 It is difficult to make detailed estimates of the
errors in these values, but a simple approach is to explore the
range of parameters that still gives reasonable data collapse.
In Fig. 6 the scaling collapse for the best fit is compared with
behavior for two “worst-case” fits: (i) T¢/A=0.2, v=1.2, and
vy=1.2 and (ii) T;/A=0.32, »=0.9, and y=1.6. These worst-
case fits were generated by fixing the value of 7; and then
adjusting the values of v and vy to minimize scatter of the
data. As the data collapse is visibly poorer for both the worst
cases, we believe they set bounds on the value of 7. In
addition, since the exponent values that produce good scaling
collapse are correlated with the fitting value for 7%, they give
bounds on v and . These are the uncertainties quoted above.
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FIG. 6. Scaling collapse of ysg for: (top panel) v=1.2, y=1.2,
T./A=0.2; (middle panel) »=1.0, y=1.45, T./A=0.23; and (bottom
panel) v=0.9, y=1.6, T,/A=0.32.
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Our results can be compared with those from simulations
on conventional spin-glass models, and with experiment. As
a first step, it is interesting to examine the value of 7). The
most direct comparison would be between Ty/A at large J
and at J=0, evaluated in both cases for the Heisenberg model
on the pyrochlore lattice. Because we do not have data for
this lattice at J=0, we compare instead with established re-
sults for the Heisenberg spin glass on the simple cubic lat-
tice. Since the number of nearest neighbors is the same on
both lattices, we expect that this comparison will be adequate
to establish the trend in 7¢/A with J. For the cubic lattice
with Gaussian nearest-neighbor exchange of zero mean and
unit variance, 7;=0.129.2% Assuming that it is appropriate to
compare our rectangular exchange distribution with a Gauss-
ian by simply equating variances, we conclude that large J
increases the value of Ty/A by the factor 3 X< 0.23/0.129
~3.1. This substantial effect is physically reasonable: ther-
mal fluctuations in a geometrically frustrated system are
much more restricted than in a conventional spin glass. The
spin-glass phase therefore extends to higher temperatures
than in a system with average exchange J=0. Turning to
exponent values, our result for v lies within the range (1.01—
1.50) reported from simulations of the conventional Heisen-
berg spin glass on the simple cubic lattice.”® Comparison
with experimental results for the pyrochlore antiferromagnet
Y,Mo,0; is also possible. The experimental values are 7y
=2.9(5) and B=0.8(2).8 Our value of vy (given above) is
significantly smaller than the experimental one, while the
result we obtain for B using hyperscaling, 8=0.8(3), is in
close agreement. Experience from very large scale simula-
tions of conventional three-dimensional Heisenberg spin
glasses unfortunately suggests that a much bigger computa-
tional effort than our own would be necessary to characterize
critical behavior reliably. We nevertheless have confidence in
our central result from simulation: that weak exchange ran-
domness in a geometrically frustrated magnet induces a spin-
glass transition, with a higher transition temperature than
would be the case of the mean exchange were not strongly
antiferromagnetic.

VI. CONCLUSIONS

Spin freezing has been observed experimentally at low
temperatures in many geometrically frustrated magnetic ma-
terials, and its origin has long been unclear. In this work we
have carried out a detailed analytical and numerical study of
models with weak disorder, showing that this is a mechanism
that produces freezing and a low-temperature spin-glass
phase.

Analytically, we have studied geometrically frustrated an-
tiferromagnets perturbed by weak-exchange randomness.
This form of disorder may be generated by random strains in
the sample, arising from nonmagnetic chemical disorder. We
have shown that it leads to a spin-glass phase at low tem-
peratures. The main result, expressed by Egs. (17) and (18),
is that a model of the Edwards-Anderson (EA) type, but with
dominant, mean geometrically frustrated antiferromagnetic
exchange, falls into the same universality class as the usual
EA model.’” We find no essential deviations from conven-

014406-8



SPIN-GLASS TRANSITION IN GEOMETRICALLY...

tional spin-glass results for the character of the transition to
the low-temperature phase. However, the (mean-field) tran-
sition temperature is increased by the long-range correlations
of the pure antiferromagnet, by a factor of \2 as compared to
a system with no mean antiferromagnetic interaction.

In a complementary approach, we have shown qualita-
tively how a similar conclusion arises in a model with dilute
disorder. For this case we map the initial system, consisting
of spins on a regular, frustrated lattice with a low concentra-
tion of disordered interactions, to an effective system, made
up of pseudospins at random sites with entropic interactions
that are dipolar in character. Such interactions, although long
range, are expected to yield a conventional spin-glass
transition,2® as we find for homogeneous disorder.

In Sec IV we have checked these ideas using numerical
simulations. For conventional Ising Edwards-Anderson sys-
tems it has long been accepted that there is a finite-
temperature spin-glass transition in three dimensions. There
is also compelling evidence for spin-glass ordering in real
experimental three-dimensional spin glasses. The existence
of a spin-glass transition in three-dimensional Heisenberg
Edwards-Anderson spin glasses has been controversial, but
the most recent exhaustive studies?® indicate that such a tran-
sition does occur. The data we present supports the corre-
sponding conclusion that spin freezing transitions also occur
in disordered geometrically frustrated antiferromagnets. A
disputed issue for three-dimensional Heisenberg Edwards-
Anderson spin glasses is whether the spin-glass transition is
distinct from a chiral ordering transition.”® We have not at-
tempted to address this for geometrically frustrated systems
but we would not expect any qualitative differences from
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conventional spin glasses without geometrical frustration.
While our simulations have been of a three-dimensional
system and the replica treatment we have presented has been
at a mean-field level, some geometrically frustrated antifer-
romagnets exhibiting spin freezing, including SrCrgGa,Oq,
are in fact quasi-two dimensional. Since our central conclu-
sion is that universal features of spin-glass ordering in geo-
metrically frustrated magnets with weak quenched disorder
should be the same as those in conventional Edwards-
Anderson systems, and since the two-dimensional Heisen-
berg Edwards-Anderson model is believed not to have spin-
glass ordering,” it is necessary to appeal to weak interlayer
coupling or spin anisotropy to account for spin freezing in
quasi-two-dimensional geometrically frustrated Heisenberg
systems; note that the relevant scale for the interlayer cou-
pling to affect spin-glass ordering is set by A rather than J.
Our numerical simulations support the theoretical expec-
tation that the critical temperature is proportional to A for

J>A, with T;=0.23A=0.40A. The observed values of T}
therefore imply fluctuations in exchange interactions strength
with a variance that is a few percent of the mean in
SrCrgGa 049 and some ten times larger in Y,Mo0,05. A di-
rect experimental search for such exchange fluctuations
would be of great interest.
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