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Exciton diffusion in energetically disordered organic materials
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We implement a simple, continuous, analytical model for exciton hopping in an energetically disordered
molecular landscape. The model is parameterized against atomistic and lattice Monte Carlo simulations based
on quantum-chemical calculations. It captures the essential physics of exciton diffusion in disordered media at
different temperatures and yields a universal scaling law of the diffusion length with the dimensionless disorder
parameter given by the ratio of the energetic disorder width to the thermal energy.
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I. INTRODUCTION

Organic polymeric and molecular solids have emerged as
promising materials in optoelectronic device applications.'~
The ability to control the way that charges and excitations
move in organic materials is of paramount importance for the
operation and efficiency of these devices. For example, in
photovoltaic (PV) devices the dissociation of the initially
formed excitation into charge carriers depends critically on
the micro(meso)scopic structure. The average distance that
an excitation can travel during its lifetime, the exciton diffu-
sion length L, dictates whether the quasiparticle will reach
the interface between the donor and the acceptor material
where it might be energetically favorable to dissociate into
the constituent charges.*~® Those charges have to find their
way to the electrodes in order to contribute to the photocur-
rent. Depending on the morphology of the (blend) material,
primary and secondary geminate recombination can greatly
reduce the number of charges collected with respect to the
number of the photons absorbed.” For high charge collection
efficiencies, percolation pathways for the charges must exist
through the device and recombination should be limited. The
need to reconcile the competing processes of exciton disso-
ciation and charge collection has led to the development of
bulk heterojunction solar cells that incorporate an interpen-
etrating network of blended materials. In these structures, a
happy medium is found giving optimal performance at an
intermediate phase separation scale of the donor and the
acceptor.® Compared to the corresponding multilayer archi-
tectures, the structures show a more complex morphology
with limited control and reproducibility, which affects the
resulting device performance. Hence L, is one of the key
parameters determining the internal quantum efficiency of
organic PV cells.

Experimental assessment of exciton diffusion lengths in
organic materials includes measurements of exciton-exciton

annihilation,”!! microwave conductivity,'>!3 heterojunction
photocurrent,'*' and  photoluminescence  quenching
experiments,'’->3 with the latter being the most commonly

used method. Those experiments have shown that Lj, in con-
jugated polymers (CPs) is rather low, spanning a 5-10 nm
range. It is at first surprising that all conjugated polymers
feature similar L values, regardless of their chemical struc-
ture and solid-state packing. For instance, regioregular poly-
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hexylthiophene (P3HT), despite being a semicrystalline ma-
terial with high charge-carrier mobilities,? displays a value of
Ly that is comparable to that of amorphous conjugated
polymers.” On the other hand, much larger L,
values'>1623-2> have been reported in molecular materials
and carbon nanotubes that are chemically more well-defined
than CPs due to the distribution of physical and conjugation
lengths in the latter. Therefore the underlying reason limiting
exciton diffusion in conjugated polymers might be related to
the static disorder in these materials. In CPs, disorder is large
with respect to the electronic interactions that are responsible
for the exciton delocalization and transport. On the contrary,
in small molecules, due to the inverse length dependence of
the excitonic coupling® the electronic interactions win over
disorder, so that, transport-wise molecular materials are
seemingly less vulnerable to disorder effects. Note that dis-
order can be either intrinsic (e.g., distribution of conformers)
or extrinsic (e.g., induced by chemical defects) and encom-
passes both energetic and positional contributions. Although
disorder is widely recognized to play a critical role in the
transport properties of CPs, for energy diffusion this link has
not been explored in great detail.

Various theoretical models that retain different levels of
the geometric and electronic structures details have been em-
ployed to describe exciton transport in organic materials?’~3>
and photosynthetic systems.’*3° We have recently shown
that the presence of traps limits exciton diffusion in conju-
gated polymers.*’ In this paper, we demonstrate that ener-
getic disorder alone reduces Ly, over more than one order of
magnitude, from values typically encountered for molecules
(>50 nm) to values actually measured in CP (<10 nm).
The structure of the paper is as follows: first we develop
analytical models for exciton hopping at high temperature 7'
(equilibrium case) and at low T (nonequilibrium case). Next
we apply these analytical models and compare the results to
Monte Carlo (MC) simulations employing quantum-
chemical calculations of the transfer rates in the specific case
of polyindenofluorenes and rod morphology and a simplified
version of these simulations where sites are voxels on a cubic
lattice and Forster transfer rates are used. Remarkably, the
three different approaches yield a similar picture of the in-
fluence of the degree of inhomogeneity on L, which follows
a universal dependence on the 7-renormalized disorder
width.
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II. EQUILIBRIUM HOPPING MODEL

The Forster energy-transfer rate, I'(E,E’,r), between an
occupied molecule/conjugated segment with energy E to a
target molecule/conjugated segment of energy E’ separated
by distance r is given by:

1 re ( —E,_E> E'>E
exp| — ,
I‘(E,E’,r):—{—rF] x 4 EXP kT i
TL T

1, E'<E
(1)

where rp is the Forster radius, 7 is the lifetime of the excita-
tion, T is the temperature, and k the Boltzmann constant. The
Boltzmann weighting factor for a transfer upwards in energy
ensures the detailed balance requirements.”® The hopping
rate can be written as a function of the hopping parameter u
(as it was done in Ref. 41 for the Miller-Abrahams hopping
rate of charge carriers): T:lTexp[—u], where u(E,E',r)
=6 ln(i)+ﬂ£%z, with 7 the unit step (Heaviside) function.
If hopping sites are found at random positions, the average
number of target sites for an occupied molecule of energy E
with hopping parameters =u can be calculated by integration
over all target site energies and distances for an exciton den-
sity of states p(E)=N,g(E), where N, the total number of
exciton states in unit volume, proportional to the spatial
chromophore density:

rexp(u/6) E+kT(u=6 In(r/rg))
rdr f

n(E,u) = 47TJ

0 —0

E g exp(u/6)
= 4’7TJ N,g(E')dE’j rdr
0

*® rpexp[1/6(u—E' IKT+E/KT)]
+47 f N,g(E")dE' f rdr
E 0

4 E
:{r%N, exp(u/Z)[f g(E")dE'

+exp<ﬁ)fE g(E )exp(— ﬁ")dE :| (2)

On the right-hand side of Eq. (2), the first and second terms
give the number of target sites that have, respectively, lower
and higher excitation energy than the starting site. The mean-
square exciton hopping distance, (r*(E)), can be evaluated

as:
rrexp(u/6) E+kT(u—6 In(r/rg))
47Tf rzrzdrf g(E")dE'

N,g(E")dE'

—00

O —00
<r2(E)> = rrexp(u/6) E+kT(u—6 In(r/rg))
47Tf rzdrf g(E")dE'
O —00C
= r% exp({u(E))/3). (3)

An average hopping parameter, (u(E)), can be evaluated
from the assumption that there is at least one target site in the
neighborhood.*! In the present model we assume an exciton
density that is low compared to the density of exciton hop-
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ping sites. The equilibrium diffusion coefficient is obtained
by multiplying (r*(E)) with the hopping rate I" averaged over
E under thermal equilibrium conditions:*?

1 f g(E)exp(— E/kT)exp[— (u(E))(r*(E))dE

D=-
T

{fﬂ g(E)exp(- E/kT)dE|

+o0
f (E)exp(— £)dE
- §<4mv,>4/3 LE KT
7\ 3 {

f+°° g(E)exp(- E/kT)dE|

E E 400
le g(E')dE’+exp<;T>J g(E'")
e E

’ 4/3
E ,
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Using Eq. (4) one can easily calculate the exciton diffusion
length as follows

o 12
f g(E)exp(- E/kT)exp(— %(u(E)))dE
Lp= \",D_T= T =

f“’ g(E)exp(— E/kT)

5)

Eq. (5) allows Lj, to be determined for any g(E). In what
follows we will assume there are N, sites per volume that

have a Gaussian distribution in energy with a variance o?:

1

g(E)= Eexp(—%). We stress that disorder is here assumed

to be static, i.e., the time scale for the fluctuation in site
energies is long compared to the hopping times.

III. ENERGY-DEPENDENT FORSTER RADIUS

In this section we generalize the model developed above
to the case where the Forster radius rp, defined in Eq. (1),
depends on the energy E of the starting site. The average
number of target sites is now:

E rp(E)exp[u/6]
n(E,u) = 47Tf p(E’)dE’f rdr
—o0 0

+ rp(E")exp[1/6(u+E/kT-E' IkT)]
+417f p(E’)dE’f rdr
E 0

E
{f p(E")dE’

+exp[%}fE p(E’)exp{—f—T}dE’], (6)

where rx(E) is now a function of the exciton starting energy.
Hence, from Egs. (3) and (4) the diffusion coefficient can be
written as

4rlri(E)] [ u
=———¢€exp| <
3 2
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Both Egs. (4) and (7) lead to the expected dependence of the

r6
diffusion coefficient:D ~ fN;m . Henceforth L;, scales as
the third power of the Forster radius rr and as the 2/3 power
of the chromophore density N,.

IV. NONEQUILIBRIUM HOPPING MODEL

At low temperatures the hopping transport of vibronically
relaxed excitons occurs under nonequilibrium conditions as
the relaxation time is much larger than the lifetime of the
excitation and excitons predominantly make downward hops
in the manifold of the exciton energy states since thermally
activated upward jumps are less probable. The kinetics of the
spectral diffusion of a vibronically relaxed exciton has been
described by Arkhipov et al.** In this reference, the nonequi-
librium energy distribution function f(E,r,t) of the excitons,
which have energy E at time ¢ and a nearest neighbor with
lower energy at distance r was derived:

- {20
3 T\ r

(8)

F(E,r,t) = A()r*p(E)N(E)exp [ -

with A(f) a normalization constant:

A(t)=exp<—£){ f Pdr f p(E)N(E)
0 o

4’ t E)\° -l
N(E)——(rF( )) }dE} 9)
3 T\ r
N(E) is the density of excitonic states with energy smaller
than £

Xexp{—

E
NE)= | p(E)GE'. (10)

—00

Using f(E,r,t), one can calculate the exciton hopping rate
I'(r) and the number of hops n(f) an exciton has performed
from time 7 until it decays [see Egs. 10 and 11 in Ref. 44], as
well as the total number of hops, n(r=0). L, can be esti-
mated as
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Lp=\{rn(t=0), (11)

where (r?) can be calculated using the distribution function
f(E,r,1) as follows:

(r)= %_frdtfw rzdrr fE,r,t)dE. (12)
0 0 -0

As a first approximation, one might assume a constant
Forster radius, which is averaged through the energy distri-
bution of the exciton target hopping sites. However, L, could
be significantly overestimated at low temperatures if the en-
ergy variation of the Forster radius is neglected. The fastest
exciton hops are performed while the starting energy is near
the center of the distribution where the probability of finding
a neighbor is very high so traverse the smallest distances.
After a few downward jumps the probability of finding a
neighbor to which a jump is probable has decreased notice-
ably so the hopping rate becomes much smaller than its av-
eraged value. For a better estimate of L, we allow ry to vary
with E. Since the hopping rate strongly decreases with in-
creasing distance, most excitations will jump to the nearest
available neighbors. Employing the expression for f(E,r,1)
in Eq. (8) one can calculate the total jump rate I',, as a
function of time using:

o o 6
To(f)=2 f dr f (rF(E)> AErDdE.  (13)
T 0 _o

r

Integrating Eq. (13) over time from 7=0 to infinity yields the
average number of jumps n(¢=0) the exciton has performed
during its lifetime. The exciton diffusion length can then be
deduced from Eq. (11).

V. COMBINED QUANTUM-CHEMICAL CALCULATIONS
AND MONTE CARLO SIMULATIONS

To compare the analytical results with material specific
calculations, we perform a kinetic MC scheme of exciton
diffusion with quantum-chemical calculations of the transfer
rates. A detailed description of the approach and its applica-
tion can be found in reference.*’ Briefly, we consider a crys-
talline assembly of polyindenofluorene polymer chains par-
allel to each other that pack with their chain midpoints
forming a hexagonal lattice. Each chain consists of a distri-
bution of chromophore units, from trimers up to octamers,
which is derived by fitting the experimental absorption spec-
tra. Here we will assume that the energy of each site is ran-
domly chosen from a Gaussian distribution with standard
deviation o. The transfer rates between chromophore units
are calculated using an improved Forster model, which takes
into account the spatial extent of the excited state wave func-
tion, and involve the product of the excitonic coupling and

spectral overlap between a donor site 7; and an acceptor site
rj:45

Fij: 118|Vlj|2‘]l’ (14)

where V;; is the electronic coupling in cm~! and J, ; the over-

lap between the donor fluorescence F;(w) and acceptor ab-
sorption spectrum A () normalized in cm™ given by
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The simulated absorption and emission spectra were ob-
tained at the INDO/SCI level within the Frank-Condon ap-
proximation and a displaced harmonic oscillator model. Two
effective vibrational modes have been considered for the
coupling to the excited state, a high frequency mode at
1300 cm™' and a low-frequency vibrational mode at
80 cm~!. The spectra have been broadened by a Lorentzian
lineshape with a linewidth of 0.04 eV.

We have employed the distributed monopole model* to
calculate the excitonic coupling V;; between molecular units
i and j, which is expressed as a Coulombic term

1 pi(Fd)pj(Fa)
47E0 4za

Vij:

P (16)
|r d~ T a|
where g, the vacuum permittivity, r; and r, denote the donor
and acceptor atomic positions respectively over which the
sums runs and p the atomic transition densities computed at
the INDO/SCI*® level. Assuming that there are no nonradia-
tive paths to the ground state, the excited-state lifetime 7 has
been estimated as the inverse of the Einstein coefficient for
spontaneous emission with the frequency of the transition
and the dipole moment obtained from the INDO/SCI calcu-
lations.

The transfer rates are employed in a kinetic MC scheme
where the dynamics of the exciton transport is modeled as a
stochastic process. Excitons are either created at random
sites within the assembly or at sites of a given energy in the
case of energy selective excitation. These excitations could
either hop to a nearest-neighbor site or decay. To account for
the hopping events that contribute to the transport of the
excitation, a time for the excitation at site i to transfer to any
of the available target sites j is calculated from an exponen-
tial distribution

== ~-In(X), (17
with X a random number uniformly distributed between O
and 1. In a similar fashion a recombination time is calculated
as 7,=—7In(X), where 7 is the lifetime of the excitation. All
the possible events are placed into a list and the event with
the smallest waiting time is chosen at each MC step. If the
chosen event is a hop, the excitation moves to the selected
site and a new set of dwell times is calculated. If the chosen
event is decay the exciton is removed from the system and a
new exciton trial starts. We perform 10 000 trials for each
disorder realization and temperature. Since we monitor the
position of all excitations from the starting to the final posi-
tion, an average value for L, can be extracted from the simu-
lations. We should emphasize that this is a direct way of
calculating Lp without the need to estimate a diffusion coef-
ficient from, e.g., a linear fit to the mean square displacement
at large simulation times. For an energetically disordered
system where there is a crossover time to the linear diffusive
regime*’*® the latter approach potentially overestimates
Lp.* An equally misleading situation in evaluating diffusion
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lengths via a constant diffusion coefficient occurs in low-
temperature simulations where the excitons never enter the
normal diffusive regime and D decreases with time.

In addition to the MC simulations with transfer rates from
quantum-chemical calculations we also perform MC simula-
tions where sites are voxels on a cubic lattice with a lattice
constant of 1 nm, site energies are distributed according to a
Gaussian with width o; Forster transfer rates between the
sites are given by Eq. (1); the Forster radius is extracted from
the quantum-chemical calculations of the transfer rates be-
tween indenofluorene oligomers and the radiative lifetime is
500 ps (the radiative lifetime averaged over the population
for all oligomers). This approach is less demanding and al-
lows us to examine the impact of energetic disorder on ex-
citon diffusion in a positionally ordered system. Simulation
cells of up to 125 000 sites with periodic boundary condi-
tions are used.

VI. RESULTS AND DISCUSSION

Our main results are summarized in Fig. 1 where at the
top panel we depict L for different values of o for the
analytical model and the MC simulations. The analytical and
cubic lattice MC results are based on a Forster radius of 3.1
nm extracted from the quantum-chemical calculations while
the parametric dependence of Lj on the Forster radius is
shown in the inset. The analytical model provides similar
values for L, once the energy dependence of the Forster
radius is taken into account. We find that there is a good
agreement between the analytical and numerical results. In
particular, increasing o results in a reduction of Lj. Since at
room-temperature excitons occupy states at the thermal level
E, =—0°/ kT, this level shifts for increasing disorder strength
o toward the bottom of the density of states where it is
difficult to find nearest neighbors to hop to. Additionally, we
show that it is important to take into account exciton hops to
neighbors located at distances at least equal to the Forster
radius as a failure to do so results in an underestimate of L.
This is because by restricting exciton hopping to nearest
neighbor sites which may not be energetically favorable, we
do not allow for long distance hops that have smaller energy
barriers. We find that for values of o between 0.08 and 0.1
eV the exciton diffusion length is reduced to 5-10 nm, values
that are typically found for conjugated polymers, see above.
Such values of the energetic disorder are of the order of
magnitude measured in conjugated polymers.”®°% We ob-
serve that as disorder becomes stronger, the increase of L
with increasing rr becomes less pronounced. For high values
of disorder L;, would hardly increase with increasing rp [see
top panel in Fig. 1 (inset)].

The bottom panel of Fig. 1 confirms that the quantum-
chemical-based MC simulations of L; agree with the non-
equilibrium hopping model at low temperatures and at these
temperatures Ly, is sensitive to the excitation energy as seen
experimentally.’!? At low T, exciton transport takes place
under nonequilibrium conditions where excitons preferably
move downwards in energy, performing a small number of
hops (as shown in the inset), and with a decrease in the
transfer rates as a function of time, as the next jump occurs
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FIG. 1. (Color online) Top panel: Ly as a function of the stan-
dard deviation o of the energy distribution at 7=294 K. Lines
show the equilibrium hopping model including first (straight line)
and second (dashed line) nearest neighbors. Symbols are from MC
simulations: a cubic lattice morphology with Forster transfer rates
and only nearest-neighbor hops (squares) and up to third nearest-
neighbor hops (circles); a chain morphology with transfer rates cal-
culated at the quantum-chemical level (triangles up). The inset
shows the parametric dependence of Lp on the Forster radius from
the equilibrium model (see Eq. (5)) for 0=0.02 eV (solid line),
0.04 eV (dotted line), and 0.06 eV (dashed line). Bottom panel: L,
at T=7 K for different excitation energies in a Gaussian density of
states (shown not normalized as a dashed line) with 0=0.023 eV
for the nonequilibrium hopping model (solid line) and the MC
simulations with quantum-chemical rates (triangles up). The num-
ber of exciton hops n vs time 7 scaled by the decay time 7 for the
nonequilibrium model is shown in the inset.

to a more distant site. Thus, excitons created deep in the
low-energy tail of p(E) will travel shorter distances than ex-
citons generated in the middle of p(E). Energy selective
measurements of Ly at low T could provide a method of
distinguishing whether the diffusion is limited by the pres-
ence of traps**>3 or by the presence of energetic disorder.
Lj is expected to decrease with decreasing temperature as
thermally activated hops become less frequent. In Fig. 2 we
demonstrate that Lj, depends sensitively on o and 7, showing
Arrhenius behavior for low ¢ and high 7, with an activation
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FIG. 2. (Color online) Top panel: Arrhenius plot of Lj for the
equilibrium hopping model (straight line) and the cubic lattice MC
simulations with Forster transfer rates for o in eV of (circles), 0.02
(squares), 0.03 (diamonds), 0.05 (up triangles), 0.06 (sideways tri-
angles), 0.08 (down triangles), and 0.1 (crosses). Dashed lines rep-
resent the Arrhenius fit to the MC results at high 7. Bottom panel:
Lp variation with the dimensionless disorder parameter o/kT. Sym-
bols are as for the top panel and o in eV of 0.07 (plus signs), and
0.09 eV (asterisks).

energy that increases with o. The equilibrium hopping
model, within the range of validity (low disorder, high T),
agrees with the MC simulations. However, L, becomes less
sensitive to 7' than predicted by the equilibrium hopping
model for high disorder levels. A different temperature de-
pendence is predicted at low T, where transport takes place
under nonequilibrium conditions and the diffusion length
saturates. It is interesting to note that our findings agree with
recent temperature dependent measurement of Ljp in
MDMO-PPV  (poly[2-methyl-5-(3°,7’-dimethyloctyloxy)-p
phenylenevinylene]) samples by Blom et al.'?

For small values of o the decrease in L, with temperature
is moderate whereas L, decays rapidly for large values of o.
It is therefore a combination of o and T that controls Lp.
This result is confirmed by the bottom panel of Fig. 2, which
shows that Lj scales with o/kT, as was found for charge-
carrier mobility in organic semiconductors.’*> The scaling
of Ly with o/kT also follows directly from the analytical
model as can be seen in Eq. (5) for a Gaussian excitonic
density of states g(E). This scaling could provide means of
either predicting L, for any combination of 7 and o once L,
is known for a given temperature or a way of measuring the
disorder present in the material by measuring L.
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VII. CONCLUSIONS

We have studied the dynamics of exciton diffusion in dis-
ordered organic molecular solids, comparing an analytical
model with a Monte Carlo model employing transfer rates
from quantum-chemical calculations or Forster theory. We
find that given its simplicity and limitations, the analytical
hopping model can provide a good description of exciton
transport with respect to the more accurate quantum-
chemical/Monte Carlo approach when the assumption of
equilibrium at high temperatures is avoided at low tempera-
tures. Moreover, we demonstrate that energetic disorder
plays an important role by slowing down diffusion and its
presence is sufficient to limit the values of exciton diffusion
length even in the absence of positional disorder. This result
could explain the very small variability of experimentally
determined exciton diffusion lengths in chemically different
polymers and also the much larger diffusion lengths mea-
sured in small molecules. It should be emphasized here that
the excitonic coupling, which is a subtle function of the rela-
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tive molecular arrangements and conjugation length, is also a
critical parameter controlling the exciton dynamics. How-
ever, high values of disorder tend to wash out any improve-
ments that would be expected based on increasing the Forster
radius. Additionally we demonstrate that in a system with
energetic disorder the exciton diffusion length depends on
the excitation wavelength. Finally we predict a scaling of the
diffusion length with the dimensionless disorder parameter.
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