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When modeling a surface/interface using a slab geometry that imposes the periodic boundary condition,
there are spurious dipole and higher-order multipole interactions with the image slabs. Here, we show that the
effective screening medium �ESM� method �M. Otani and O. Sugino, Phys. Rev. B 73, 115407 �2006�� can
deal with such electrostatic issues rigorously in a slab calculation. After benchmark calculations for a hypo-
thetical water layer, we show that there is an error in the total energy caused by the multipole interaction, but
this can be treated efficiently using the ESM method. The accurate treatment of the electrostatic interaction is
essential for performing large-scale surface/interface calculations.
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I. INTRODUCTION

Recent advances in computer technology and the devel-
opment of efficient parallel algorithms1–3 have enabled us to
perform large-scale electronic structure calculations for sol-
ids. These calculations incorporate the use of highly opti-
mized codes based on density functional theory �DFT�.4,5

With the DFT approach, the electronic structure is obtained
by solving the Kohn-Sham equation, while the electrostatic
interaction is dealt with by solving the Poisson equation. In
conventional electronic structure codes wherein the plane-
wave �PW� basis set and the pseudopotential frameworks are
used, efficient Kohn-Sham solvers are available, such as the
conjugate-gradient scheme,6 the Davidson scheme,7 or the
residual vector minimization scheme–direct inversion in the
iterative subspace �RMM-DIIS�,8–10 while an accurate solu-
tion of the Poisson equation is usually obtained using the fast
Fourier transform �FFT�.

Besides modeling solids, a large-scale surface/interface
calculation is also possible by employing a slab model that is
periodic in the surface lateral direction and nonperiodic in
the surface normal direction. However, the use of the FFT
implies the periodic boundary condition �PBC� on the system
considered, resulting in the spurious electrostatic interaction
of the slab with its periodic images, due to the long-range
nature of the Coulomb potential. A natural way to resolve
this is to use a real-space method,11–17 accelerated by the
multigrid technique12,18–20 instead of the FFT. The multigrid
approach has an advantage over the FFT-based one: it scales
linearly with the number of the real-space grid point N,
whereas the FFT scales as N log N. The efficiency of both
approaches is discussed in Ref. 20. Recently, Genovese et
al.21 developed a Poisson solver for surface problems using a
scaling-interpolation function in the wavelet theory.

Despite the recent progress in real-space techniques, use
of the FFT in conjunction with a PW basis set is well estab-
lished and is still superior due to its simplicity and robust-
ness. Indeed, several methods exist to correct the artificial

electrostatic interaction in surface calculations within a PW
framework. A popular method is the dipole correction,22–24 in
which a compensating dipole field is introduced to correct
the artificial field across the slab. The spurious interaction
removed by this scheme is still the dipole component, the
lowest-order electrostatic interaction only.

It appears that the effect of the higher-order multipole
interactions on the total energy has seldom been paid serious
attention so far. Rather, the spurious interaction error has
been somehow believed negligible when a slab has no net
dipole moment. However, as the area of the surface consid-
ered becomes larger in a slab calculation, the higher-order
multipole interaction should become significant. The purpose
of this paper is to illustrate that the associated total-energy
error can be intolerably large. We also show that this prob-
lem can be gotten rid of with a minimal modification of the
FFT-based scheme instead of using more cumbersome real-
space techniques.

For that purpose, one may use the Coulomb cutoff
method25–27 or the density-countercharge method,28 in which
the spurious interaction between the periodic images, includ-
ing dipole and all higher-order multipole interactions, is
eliminated. Meanwhile, use of a Green’s function should
provide a more sophisticated way. Indeed, the effective
screening medium �ESM� method developed by Otani and
Sugino29 makes use of the facts that the Green’s function is
greatly simplified when the slab has a planar boundary con-
dition and that the electrostatic potential is thereby obtained
analytically. Then structure of the Poisson solver becomes
very similar to that of the FFT-based one, and hence one
needs minimal modification of the existing code. The ESM
method is found not only as simple and stable as the FFT-
based scheme but also enables flexible modeling of the sur-
face using several BCs such as the Neumann and Cauchy, as
well as the Dirichlet.

Below, we show that the ESM method can treat a slab
with large multipole moments accurately within the FFT-
based scheme without any “corrections.” Efficiency of the
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method is also demonstrated by comparing available meth-
ods. This capability is particularly important when perform-
ing large-scale surface/interface calculations, where accurate
treatment of the electrostatic interaction is essential for ob-
taining an accurate total energy.

II. ESM METHOD

In this section, we briefly describe the ESM method since
a more complete formulation was given elsewhere.29 The
free energy functional30–33 is given as Ftot=Etot−�Sel, where
� and Sel are the electronic temperature and entropy, respec-
tively, and Etot is the total energy given in terms of the
Green’s function G�r ,r�� of the Poisson equation by

Etot��e� = Ts��e� + Exc��e� +� � drdr��e�r�G�r,r���I�r��

+
1

2
� � drdr��e�r�G�r,r���e�r��

+
1

2
� � drdr��I�r�G�r,r���I�r�� , �1�

where Ts and Exc are one-particle kinetic and exchange-
correlation energies, respectively. �I�r� is the ionic charge
density and the electronic charge density is given as �e�r�
=�i f i��i�r��2, where f i is the occupation number of the ith
Kohn-Sham orbital �i�r�. The third, fourth, and fifth terms
denote the electron-ion interaction energy, the Hartree en-
ergy, and the ion-ion interaction energy, respectively. For a
surface which is nonperiodic in the z direction, we consider
the following Green’s function in the Laue representation as

Gb�g�,z,z�� = 	− 2��z − z�� if g� = 0

2�

g�

e−g��z−z�� if g� � 0, 
 �2�

where g� is the two-dimensional reciprocal lattice vector, g�

is the absolute value of g�, and r� is the real-space vector in
the surface lateral direction. The divergent term in the g� =0
case is omitted for simplicity. Here, the superscript “b” is
added to emphasize that the Green’s function corresponds to
the bare Coulomb interaction.

When the derivatives of the electrostatic potential are zero
at infinity ����, Eq. �1� is equivalent to the usual free energy
functional within DFT. In addition to this boundary condition
�the boundary condition �i� in Ref. 29� that we focus in this
paper, one can use different boundary conditions within the
ESM as well. On a slab sandwiched by two continuum media
with the relative permittivity larger than unity, one can apply
the Neumann and Caucy, as well as the Dirichlet; by this the
computational scheme is called ESM.

The electrostatic potential is given by

V�g�,z� =� dz�Gb�g�,z,z����g�,z�� , �3�

where ��g� ,z�� is the sum of the electronic and ionic charge
densities. Using the fact that the wave functions and the
charge density of the slab are confined to a certain region,

i.e., within the supercell used, the integral appearing in Eq.
�3� can be evaluated analytically without any approximation.
Thus it is possible to calculate the exact electrostatic inter-
action energy with the ESM method and hence also the ac-
curate total energy of the isolated slab and forces acting on
the atoms. A detailed formulation is presented in Appendixes
A and B.

III. RESULTS AND DISCUSSION

The method presented here was implemented in a pro-
gram package STATE.34 In the following calculations, ab ini-
tio pseudopotentials35,36 were used to represent the electron-
ion interaction. A plane-wave basis set was used to expand
the wave functions and the augmentation charge, with
kinetic energy cutoffs of 25 and 225 Ry, respectively. The
Perdew-Burke-Ernzerhof �PBE� exchange-correlation energy
functional37,38 was used throughout.

A. H2O layer

We first performed the calculations on a water layer simi-
lar to the one used by Bengtsson23 because the water mol-
ecule has a large dipole moment and is a good example for
showing the effectiveness of the proposed method. A water
molecule was placed in a tetragonal unit cell in such a way as
to direct its dipole moment in the z direction. A �6�6�1�
uniform k-point mesh was then used to sample the Brillouin
zone. We calculated the total energy and the dipole moment
of the water molecule in a 0.3�0.3�1.2 nm3 unit cell using
different approaches. As a reference, we compared the total
energy to that of a doubled cell in the z direction, in which
the water molecules are oriented in opposite directions. As a
result, the net dipole moment is zero in the doubled cell. The
results are presented in Table I.

Our results are similar to those described in an earlier
report.23 The reason for the difference in 	E is the different
choice of k-point mesh and unit cell size. The energy and
dipole moment obtained using the ESM method are almost
identical to those obtained by Bengtsson using the dipole
correction. Note that the dipole correction relies on planar
averages of the charge density and potential and is therefore
only valid provided that the distance between the neighbor-
ing slabs is sufficiently larger than the lateral dimension. On

TABLE I. Total energy of an H2O molecule Etot, that relative to
the double cell 	E and dipole moments 
, in a 0.3�0.3
�1.2 nm3 unit cell, calculated using various approaches.

Etot

�eV /H2O�
	E

�meV�



�D�

ESM −471.233312 0.4 1.1314

Repeated slab −471.286520 −52.8 1.2944

Dipole correctiona −471.186810 46.9 1.1316

Dipole correctionb −471.233306 0.4 1.1316

Double cell −471.233730 0.0

aMethod of Neugebauer and Scheffler �Ref. 22�.
bMethod of Bengtsson �Ref. 23�.

HAMADA et al. PHYSICAL REVIEW B 80, 165411 �2009�

165411-2



the other hand, the ESM method yields the exact energy as
long as the magnitude of the charge density in the vacuum
region is negligibly small. Therefore, a smaller vacuum re-
gion can be chosen than that in the conventional approach,
which is one of the advantages of the ESM method.

Here, it would be worthwhile to address the convergence
issue24 in the self-consistent cycle of the Kohn-Sham solver.
In Fig. 1, we compare the convergence of the total energy
using both the dipole correction and ESM methods. To en-
sure a fair comparison, we have used the same calculation
conditions. The number of iterations with the ESM method is
almost the same as that with the conventional approach with-
out correction �not shown�, whereas the convergence be-
comes very slow with the dipole correction method. The
number of iterations necessary to reach the convergence is
more than twice that in the present case. This is because the
dipole correction tends to “overcorrect” the electrostatic po-
tential of the system during the self-consistent cycle, leading
to a charge-sloshing problem. Consequently it worsens the
self-consistency. On the other hand, no such problem occurs
with the ESM method and the convergence of the total en-
ergy is stable and robust.

B. NaCl sheet

To show the impact of the higher-order multipole interac-
tion in the slab calculation, we consider a slab with a van-
ishing net dipole, which consists of polar molecules. It is
expected that such a slab can be calculated accurately using
the conventional PBC. The systems considered here are hy-
pothetical sheets consisting of NaCl molecules with a large
dipole moment.39 We constructed the following two types of
nonpolar NaCl sheets, as shown in Fig. 2. The first contains
two NaCl molecules in a unit cell, with dipole moments op-
posite in the x direction �2�1�, while in the other, the mol-
ecules are arrayed in such a way as to have alternating dipole
moments every two molecules �4�4�. The bond length of
the NaCl molecule was fixed at the theoretical value �0.2382
nm�, while the dimension of the surface unit cell was deter-

mined such that the intermolecular distances are larger than
the sum of the van der Waals radii of Na and Cl atoms �0.227
nm for Na and 0.175 nm for Cl� to preserve the molecular
nature of NaCl and the large dipole moment of the molecule.
In practice, cell dimensions of 1.3�1.0 nm2 for the �2
�1� cell and 2.6�1.0 nm2 for �4�1� were used. We cal-
culated the total energy of the NaCl sheets as a function of
the unit cell length in the surface normal direction Lz. In Fig.
3, the total energy relative to the converged value �total en-
ergy at z=5 nm� is plotted for both the PBC and ESM meth-
ods. Using the PBC, the errors in the total energy are 55 and
195 meV per unit cell at z=1 nm for the �2�1� and �4
�1� cells, respectively, while the overlap between the charge
densities of the neighboring cells is negligible. On the other
hand, the ESM method gives the converged total energy at
z=1 nm with the total energy showing almost no depen-
dence on Lz. The results indicate that there is a possible error
in the total energy using the PBC even when the slab has no
net dipole moment and the charge density is negligibly small
in the vacuum region.

To clarify the source of the error in the PBC calculation,
we have plotted the electrostatic potentials in g� space �Eq.
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FIG. 1. �Color online� Convergence of the total energy �in eV�
of the H2O layer for the dipole correction and ESM methods. The
values depicted are decimal logarithms of the difference between
the total energy calculated at each self-consistency step �E� and the
converged value �E0�.
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FIG. 2. �Color online� Hypothetical NaCl sheets used in the
calculation: �a� �2�1� and �b� �4�1� unit cells.
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FIG. 3. �Color online� Total energy �per unit cell� as a function
of the cell length in the direction normal to the surface �Lz� for �a�
�2�1� and �b� �4�1� cells.
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�3��. Figure 4 shows some small g��0 components of
V�g� ,z� for the �4�1� NaCl sheet located at z=0, which
contribute to the higher-order multipole interaction. The g�

=0 component, which contributes to the lowest electrostatic
interaction of the dipole interaction, is not shown. We found
that the smallest g��0 component �g� = �1,0��, correspond-
ing to the quadrupole interaction, decays very slowly and the
potential remains finite ��3 meV� even at the large distance
of z= �2.5 nm from the sheet. The next smallest component
of g� = �2,0� becomes negligible �less than 1 meV� at 0.75
nm, while larger g� components decay much more rapidly.
The plot indicates that there are contributions from the
higher-order multipole interaction. Small g��0 components
of V�g� ,z� extend spatially and overlap with the charge den-
sities of the neighboring slab in the PBC calculation, result-
ing in a non-negligible error in the total energy with a rela-
tively small Lz. This explains the error in the total energy at
small Lz values. On the other hand, the ESM method imposes
no periodic boundary condition in the z direction. There is,
therefore, no overlap between the higher-order electrostatic
potential and the charge density of the neighboring slab.
Thus, no error is found in the ESM total-energy calculations,
provided that the magnitude of the charge density in the
vacuum region is negligibly small. Note that errors also exist
in the Hellmann-Feynman forces using the PBC as well as
the total energy: the maximum errors are 0.03 and 0.14 nN in
the �2�1� and �4�1� cells, respectively �1 nN
=0.0121 hartree /bohr�.

In principle, the error due to the spurious electrostatic
interaction in a PBC calculation can be minimized by in-
creasing the vacuum region. However, such a convergence
check becomes much more demanding as the system size
increases. Moreover, the effect of the higher-order multipole
interaction becomes larger as the system size increases. As
demonstrated above, the ESM method gives the converged
total energy of a slab with the smallest vacuum region. It is a
great advantage especially in a large-scale calculation, as the
method can reduce the necessary vacuum region, and hence
the computational cost, without sacrificing the accuracy of
the calculation.

IV. SUMMARY

In summary, we have shown that in addition to the well-
known dipole-dipole interaction, there is a possible error due
to the higher-order multipole interaction in a periodic slab
calculation, but such errors can be eliminated by using the
ESM method. Furthermore, the convergence problem rarely
occurs in the ESM method unlike in the dipole correction,
making the method very efficient for slab calculations. We
have also shown that it is possible to minimize the vacuum
region required in slab calculations, without sacrificing the
accuracy of the total energy and forces. This is an important
advantage compared with the Coulomb cutoff method: the
method requires the supercell size at least twice as the slab
thickness.42 Finally, we note that although the implementa-
tion of the ESM method presented here is specific to the
plane-wave pseudopotential framework, it is applicable to
any electronic structure code by modifying the modules re-
lated to the electrostatic �Hartree� potential and energy.43 The
ESM method should be the method of choice for studying
any surface or interface within the slab approach.
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APPENDIX A: ION-ION INTERACTION, LOCAL
POTENTIAL, AND HARTREE POTENTIAL ENERGY

In this appendix, we present the detailed expressions for
the total energy within the plane-wave pseudopotential
framework, as used in the practical implementation. We use
the same notations as given in the original paper by Otani
and Sugino.29

The ion-ion contribution to the total energy, Eion, per
whole slab in the ESM method is given as

Eion = �
R�R��

�

�

Z
Z�

2
� � drdr���r − R�
�

� Gb�r� − r��,z,z����r� − R��� � − Eself, �A1�

where Z
 is the ionic charge of the 
th ion and R�
 is short-
hand notation for the atomic position �
 in a unit cell labeled
by R�. The last term is the self-interaction energy defined as

Eself = �
R�

�



Z

2

2
� � drdr���r − R�
�

� Gb�r� − r��,z,z����r� − R��� � . �A2�

By introducing a fictitious Gaussian charge

-2 -1 0 1 2
z (nm)

00.0

-1.0

-0.5

-1.5

V(
g ||
,z
)
(e
V) g||=(1,0)
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FIG. 4. �Color online� g� components of the electrostatic poten-
tial V for the �4�1� cell. g�’s are expressed in terms of the basic
reciprocal lattice vectors.
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�fic�r − R�
� =
Z

3

�3/2 e−
2�r − R�
�2, �A3�

the first term of Eq. �A1� can be split into a long-range part
Eion

LR and a short-range part Eion
SR as

Eion
LR = �

R�R��
�

�

Z


2
� � drdr���r − R�
�

� Gb�r� − r��,z,z���fic�r� − R��� � �A4�

and

Eion
SR = �

R�R��
�

�

Z


2
� � drdr���r − R�
�

� Gb�r� − r��,z,z���Z���r� − R��� � − �fic�r� − R��� �� .

�A5�

Although Eqs. �B4� and �B5� in the original paper29 were
incorrect, the final expression was unaffected. The corre-
sponding correct expressions are given by Eqs. �A4� and
�A5�, respectively. Furthermore, 
 is chosen to ensure good
convergence of both real and reciprocal space summations.
After some algebraic manipulation, the following expression
is obtained for the ion-ion interaction per unit cell:

Eion = �
R�

�

�

Z
Z�

2

erfc�
�R�
 − ����

�R�
 − ���
− �




Z

2




��

+ �
g��0

�

�

Z
Z�

2S0

eig�·��
�−����F1

�g�,�


z ,��
z�

− �

�

�Z
Z�

S0

��


z − ��
z�erf�
��


z − ��
z��

+
1


��
e−
2��


z − ��
z �2� , �A6�

where S0 is the area of the surface unit cell, �
� ��

z � are

surface parallel �normal� components of atomic position,
erf�x�=2 /���0

xdte−t2 and erfc�x�=1−erf�x� are the error
function and complementary error function, respectively, and
F1


 is defined as

F1

�g�,z,z�� =

�

g�
�e−g��z−z�� erfc
 g�

2

− 
�z − z���

+ eg��z−z�� erfc
 g�

2

+ 
�z − z���� . �A7�

The sum over R� appearing in the first term of Eq. �A6�
excludes R�
−��=0.

The electron-ion interaction energy Ee-i in the pseudopo-
tential method is divided into three parts as follows:

Ee-i =� drVloc
LR�r��e�r� +� drVloc

SR�r��e�r� + �
i

f i��i�VNL��i� ,

�A8�

where the first and second terms are the long-range and
short-range parts of the local potential energy, respectively,
while the third term represents the nonlocal potential energy.
The latter two terms are calculated as in the conventional
approach.

The long-range part of the local potential originates from
the core charge mimicked by the superposition of the Gauss-
ian functions centered at the atomic sites,45

�g�r�,z� = �
R�

�



�
�r� − R�
,z − �

z � , �A9�

where

�
�r� = �
j

NGaussian Z
� j

�� j


�2

�3/2 e−��j

�2�r�2. �A10�

Here � j
NGaussian � j


=1 and � j

 is a decay constant for the

Gaussian function. In addition, NGaussian denotes the number
of Gaussian functions, which is two in the present implemen-
tation. The local potential in g� space is calculated as

Vloc
LR�g�,z� = �

−�

�

dz�Gb�g�,z,z���g�g�,z�� , �A11�

which leads to the following expressions:

Vloc
LR�g� � 0,z� = �




Z


S0
e−ig�·�
� �

j

NGaussian

� j

F1

�j



�g�,z,�

z �

�A12�

and

Vloc
LR�g� = 0,z� = − �




2�Z


S0
�

j

NGaussian

� j



�
�z − �

z �erf�� j


�z − �

z �� +

1

� j

��

e−��j

�2�z − �


z �2� .

�A13�

The divergent term in Vloc
LR�g� =0,z� is discarded because it is

canceled together with that in the Hartree potential. Similar
expressions for the local potential and ion-ion interaction
energy are given in Ref. 46.

The Hartree potential VH in g� space is calculated as

VH�g�,z� =� dz�Gb�g�,z,z���e�g�,z��

= �
−z0

z0

dz�Gb�g�,z,z���e�g�,z�� , �A14�

where we define the unit cell in the z direction as spanned in
the region �−z0 ,z0� and assume that the electronic charge
density �e�r� is localized so that the overlap of the wave
functions in the vacuum region is negligible. By virtue of the
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localized nature of the charge density, we can use the Fourier
transform in the z direction as

�e�g�,z� = �
g�

�e�g�,gz�eigzz. �A15�

After tedious yet straightforward calculations, we obtain the
final expressions for the Hartree potential as

VH�g� � 0,z�

= 4��
gz

�e�g�,gz�
g�

2 + gz
2 eigzz − 2�

e−g��z+z0�

g�
�
gz

�e�g�,gz�
g� + igz

e−igzz0

− 2�
eg��z−z0�

g�
�
gz

�e�g�,gz�
g� − igz

eigzz0 �A16�

and

VH�g� = 0,z�

= 4� �
gz�0

�e�g� = 0,gz�
gz

2 eigzz

− 2�i�z − z0� �
gz�0

�e�g� = 0,gz�
gz

eigzz0

− 2�i�z + z0� �
gz�0

�e�g� = 0,gz�
gz

e−igzz0

− 4� �
gz�0

��g� = 0,gz�
gz

2 cos�gzz0�

− 2��z2 + z0
2��e�g� = 0,gz = 0� . �A17�

The divergent term is once again omitted as explained above.
Finally, the Hartree energy EH is calculated in real space as

EH =
1

2
� drVH�r��e�r� . �A18�

APPENDIX B: DERIVATIVES OF ION-ION INTERACTION
ENERGY AND LOCAL POTENTIAL

Because the present method obeys the variational prin-
ciple, i.e., the ground state is obtained by minimizing the
total-energy functional �or the free energy when electronic
temperature is introduced�, the Hellmann-Feynman forces
are calculated as in the conventional method. In the ESM
method, the Hellmann-Feynman forces are calculated ana-
lytically along with the total energy. The force acting on the

th atom in the � direction ��=x ,y ,z� with norm-
conserving pseudopotentials is calculated as

F

� = −

�Ftot

��

�

= −� dr
�Vloc

LR�r�
��


� �e�r� −� dr
�Vloc

SR�r�
��


� �e�r�

− �
i

f i��i�
�VNL

��

� ��i� −

�Eion

��

� , �B1�

where �

� is the � component of the atomic coordinate,

Vloc
LR�r� and Vloc

SR�r� are long-range and short-range parts of the
local potential, respectively, and VNL is the nonlocal pseudo-
potential. Vloc

LR�r� originates from the effective core charge
�g�r� and Vloc

SR�r� is obtained by extracting Vloc
LR�r� from the

local potential obtained from the atomic calculation. The sole
difference from the conventional plane-wave pseudopotential
method is the treatment of the long-range component of the
local potential and the ion-ion interaction energy. These de-
rivatives are modified accordingly. Furthermore, other terms
�Vloc

SR�r� and VNL� are calculated exactly as in the conven-
tional approach.

The contribution from the ion-ion interaction is

�Eion

��

� = �

G�

�



Z�Z

 2


��

R�
� + �


� − ��
�

�R� + �
 − ���
e
2�R� + �
 − ���2

−
R�

� + �

� − ��

�

�R� + �
 − ���3
erf�
2�R� + �
 − ���2��

+ �
�

Z
Z�

S0
�

g��0
g�

� sin�g� · ��
� − �����

� F1

�g�,�


z ,��
z��1 − ��,z�

+ �
�

Z
Z�

S0
�

g��0
e−ig�·��
�−����G1


�g�,�

z ,��

z���,z

+ �
�

2�Z
Z�

S0
erf�
��


z − ��
z����,z, �B2�

where g�
� is the � component of the two-dimensional recip-

rocal lattice vector g� and

G1

�g�,z,z�� = �e−g��z−z�� erfc
 g�

2

− 
�z − z���

− �eg��z−z�� erfc
 g�

2

+ 
�z − z��� . �B3�

The derivative of Vloc
LR with respect to the atomic position is

calculated as

�

��

� Vloc

LR�g� � 0,z�

=
Z


S0
e−ig�·�
� �

j

NGaussian

bj

��− ig�

��F1
�j




�g�,z,�

z ��1 − ��,z�

+ G1
�j




�g�,z,�

z ���,z� �B4�

and

�

��

� Vloc

LR�g� = 0,z� =
2�Z


S0
�

j

NGaussian

bj

 erf�aj


�z − �

z ����,z.

�B5�
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