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The quantum confined Stark effect induced by electric fields is of outstanding importance for nanostructure
properties. In embedded quantum dots, it occurs as consequence of internal electric fields related to interface
charges. A quantum dot model including the quantum confined Stark effect is proposed. It is applied to
PbTe/CdTe quantum dot precipitates. The predicted photoluminescence spectra are compared with results of
photoluminescence experiments. The unexpected photoluminescence intensity drop at low temperatures is
interpreted to be a consequence of the internal quantum confined Stark effect.
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I. INTRODUCTION

The quantum confined Stark effect �QCSE� is well-known
for semiconductor nanostructures, especially for quantum-
well structures.1 It can be induced by external fields but it
also occurs due to internal electric fields. This renders the
QCSE a versatile mechanism for designing new optoelec-
tronic applications. For quantum-dot structures, it has been
studied in the presence of external and strain-induced inter-
nal electric fields.2,3 However, also in unbiased and un-
strained embedded nanocrystals, the QCSE has recently been
predicted as a direct consequence of polar dot-matrix
interfaces.4 In such structures with alternating cation�A�- and
anion�B�-terminated interfaces, interface charges and electric
polarization fields influence electronic states, interface thick-
ness, actual atomic positions, and electrostatic fields.5–7 The
mirror symmetry is usually broken and the locally built-in
electric field tends to spatially separate the center of gravity
for electrons and holes, i.e., it yields an internal QCSE.4 The
consequence of this effect on optical properties have been
discussed only in a qualitative manner so far. In this work,
we present an almost analytical model, which is able to in-
clude the effect of internal electric fields, the level quantiza-
tion, and the temperature-dependent level occupation into the
calculation of optical spectra such as luminescence spectra.

Recently, strong progress in the generation of high-quality
lead-salt quantum dots �QDs� has been made. Beside colloi-
dal QDs,8–11 also PbTe QDs embedded in a CdTe matrix
could be fabricated.12,13 The latter ones are of particular in-
terest for gas sensing applications in the mid-infrared �MIR�
range and will be considered as model systems for the oc-
currence of internal electric fields. The fabrication approach
is based on an epitaxial precipitation of lattice-type mis-
matched heterostructures.12 Despite an almost vanishing
lattice-constant mismatch �average theoretical lattice-
constant a0=6.41 Å� and the same fcc Bravais lattice, the
compounds PbTe and CdTe exhibit a different crystal struc-
ture. They crystallize in rocksalt �rs� and zinc blende �zb�
structures, respectively. The fabrication approach yields
wetting-layer-free QDs with highly symmetric shapes12,13

and atomically sharp heterointerfaces.5,6,13 Furthermore,
these QDs are defect free and exhibit an intense continuous-

wave cw photoluminescence �PL� at room temperature.12,13

However, at low temperatures, an unexpected PL intensity
drop has been observed. As possible explanations for this
effect, Schwarzl et al. could rule out a splitting of the ground
state into a “dark” and a “bright” state or a type I to type II
band alignment.14 Other possible mechanisms to explain this
effect are a thermal redistribution of charge carriers or the
appearance of an internal QCSE, as we will show in this
article.

The dot sizes and the vertical positions of the dots can be
controlled by the growth conditions.15 The fabrication starts
with molecular beam epitaxy �MBE� growth of a two-
dimensional PbTe layer �Egap=320 meV at 300 K�16 with a
thickness in the nanometer range sandwiched between CdTe
barrier layers �Egap=1.53 eV�.17 This PbTe quantum well is
subsequently transformed into QDs by thermal annealing,
based on the immiscibility of the two materials18 and the
minimization of the interface energy.6 The resulting thermo-
dynamic equilibrium crystal shape, a truncated rhombo-
cubo-octahedron with A- and B-terminated facets on oppo-
site sides, is experimentally well established by high
resolution cross-sectional transmission electron microscopy
�HRXTEM� studies.5 Detailed images of the staring PbTe/
CdTe quantum-well structure and the resulting embedded
PbTe QDs are given in Figs. 1�a� and 1�b� of Ref. 19, respec-
tively. It exhibits a C3v symmetry with the symmetry axis
along �111�. The symmetry reduction in the original Oh �rs�
and Td �zb� point groups is related to the inequality of oppo-
sitely terminated but pairwise occurring dot-matrix interfaces
as shown in Fig. 1�b�. Using a notation based on zb-CdTe
�Ref. 6� we find A-terminated dot-matrix interfaces at the

�1̄00�, �01̄0�, �001̄�, �111�, �11̄1̄�, �1̄1̄1�, �1̄11̄� facets and
B-terminated dot-matrix interfaces at the �100�, �010�, �001�,
�1̄1̄1̄�, �1̄11�, �111̄�, �11̄1� facets. Interestingly, these facet
orientations lead to a dominance of cation-terminated facets

at the �1̄1̄1̄� half of the nanocrystallites and vice versa of
anion-terminated facets at the �111� half4 as visible in Fig.
1�b�. The resulting interface distribution yields a symmetry
break. Since A �B�-terminated interfaces exhibit positive
�negative� interface charges a strong internal �even inhomo-
geneous� electrostatic field is induced with the principal axis
along the �111� direction.4 Such an electrostatic field signifi-
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cantly influences the electronic properties of the nanocrystal-
lite system. The field influence on the distribution of the
highest occupied NC orbital �HONO� as well as of the lowest
unoccupied NC orbital �LUNO� is demonstrated in Fig. 2. As
a consequence of the strong electric field the maxima of the
probability to find a hole or an electron are spatially well
separated by the distance �wav. Additionally the internal
QCSE decreases the energy separation of the HONO-LUNO
level difference Egap+Econf by a Stark shift �Stark. Thereby,
Egap�Econf� denotes the bulk gap �the sum of the lowest con-
finement energies of electrons and holes�.

II. POTENTIAL WELL MODEL

The influence of spatial quantization and the QCSE on the
PL spectra of NCs is modeled using a three-dimensional
�3D� parabolic potential well and a homogeneous electric
field in x direction �parallel to the �111� axis� for each carrier
type

H = −
�2�r

2

2m�
+ �r2 + Fx , �1�

where m� is either the effective electron mass me
� or the ef-

fective hole mass mh
�, F represents the strength of the electric

field induced by the interfaces, and the parameter � which is
related to the QD size will be fixed later on. In order to
reduce the number of adjustable parameters, we assume
equal confinement potentials for electrons and holes.
Thereby we define the effective masses as average of the
transversal and longitudinal masses m�=��mt

��2ml
� as pro-

posed in Ref. 14. The parabolic shape of the confinement
potential for electrons and holes has two main advantages.
First, the dependence of the so-called confinement energy
Econf, which is defined as the difference of the QD ground-
state energy level difference between electrons and holes and
the corresponding bulk band gap, on the QD size DQD is �at
least for small QD systems� better described using 3D para-
bolic potentials.20 Apart from PbTe QDs, also for Si nano-
crystals either hydrogenated or embedded in a SiO2 matrix a
diameter dependence DQD

−n of the confinement energy Econf
with a power n somewhat below 1 has been found,21,22 in
contrast to the prediction n=2 assuming one-dimensional or
3D �spherical� rectangular potential wells. Second, the para-
bolic potential well model can be solved analytically even in
the presence of an electric field F, which simply yields a
displacement of the parabola origins against each other de-
scribing the spatial separation of the electron and hole wave
functions

�wav =
F

�
�2�

and the energy shift

�Stark =
F2

2�
. �3�

Equation �2� is used to define the QD diameter DQD via the
parameter �. For this purpose, we have calculated the spatial
separation of the electron and hole wave functions in a ref-
erence system with DQD

ref =12 Å, using ab initio techniques.4

Evaluating the electrostatic potential in this system we deter-
mined the strength of the internal electric field Fref to
�0.01 eV /Å and �wav

ref to 0.7DQD
ref . The parameter � is

thereby given by20

� =
F

�wav
=

F

0.7DQD
=

FrefDQD
ref

0.7�DQD�2 . �4�

The resulting electronic energy levels allow to define the
optical transition energies of such a model system

Etrans
cv = �c + �v + Egap − �Stark, �5�

where �c and �v�c ,v=0,1 ,2 , . . . ,� are the electron and hole
eigenvalues of the Hamiltonian �1� with Econf=�c+�v for the
lowest levels c=0 and v=0. To describe the temperature de-
pendence of the PL signal it is essential to include, beside the
temperature dependence of the bulk PbTe band gap
Egap=Egap�T�, also the strain influence �Strain�T� induced by
the different thermal expansion coefficients � of PbTe
�19.8�10−6 /K at 300 K� and the matrix material CdTe

FIG. 1. �Color online� �a� Model of a PbTe QD embedded in
CdTe matrix. To enhance the visibility in the first quadrant no ma-
trix atoms are shown. �b� Schematic representation of the occurring
dot-matrix interface facets. Different terminations are indicated by
different colors.

FIG. 2. Schematic confinement potential of an embedded QD
with internal electric field. The lowest electron and hole levels are
indicated by horizontal solid lines. The spatial separation �wav of
the maxima between the HONO and LUNO probability distribu-
tions and the energy shift �Stark due to the field-induced potential
are indicated.
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�4.9�10−6 /K at 300 K�.14 This leads to the following
temperature-dependent band gap of strained PbTe

Egap�T� = Egap�0� +
aT2

�T + b�
+ �Strain�T� . �6�

In the explicit calculations, we use a PbTe zero temperature
band gap of Egap�0�=0.187 eV �Ref. 23� and the parameters
a=5·10−4 eV /K and b=40 K.24 The strain influence
�Strain�T� is modeled via

�Strain�T� =
�Egap

�p
P�T� �7�

with the hydrostatic pressure coefficient
�Egap

�p =−75 meV /GPa for PbTe �Ref. 25�, which we assume
to be constant with respect to the temperature T. The contact
pressure P�T� is calculated using the parameters given by
Schwarzl et al.14 Additionally the effective masses me

� and
mh

� of PbTe decrease with temperature due to the decreasing
band gap �e.g., me,t

� �300K�=0.031m0, me,t
� �80K�=0.024m0,

mh,t
� �300K�=0.036m0, and mh,t

� �80K�=0.027m0�. To model
this, we have used the scheme of Preier.26 As a consequence,
the quantum confinement for both types of carriers will
strongly increase with decreasing temperature, i.e.,
Econf=�c=0+�v=0 increases with decreasing temperature. This
can be seen in Fig. 3, where we have exemplarily plotted the
temperature dependence of Egap �6�, Etrans

00 �5�, and Etrans
33 �5�

for a 29-nm PbTe QD.

III. PHOTOLUMINESCENCE SPECTRA

The spectral distribution and the intensity of the PL signal
can be calculated by means of an expression similar to the
frequency-dependent dielectric function ��	 ,T� but with
modified occupation numbers containing the nonequilibrium
electron and hole Fermi functions fe and fh with quasi-Fermi
energies for both particle types, via27

IPL�	,T� � � fe�1 − fh�
fh − fe

	Im���	,T�� . �8�

Using the independent-particle approximation for the dielec-
tric function28 and approximating the size dependence of the
transition matrix elements by the overlap integrals of the
corresponding electron on hole wave functions one obtains

IPL�	,T� = C

c,v

fe��	 − �v��1 − fh��v��
��c + �v + Egap − �Stark�2

�
��c�v�2
�T�e−T/T0

��c + �v + Egap − �Stark − �	�2 + 
�T�2 , �9�

where we have introduced an additional temperature-
dependent broadening function 
�T� �Ref. 20� and a damping
term e−T/T0. The first term qualitatively models two important
broadening mechanisms: the lifetime broadening of electrons
and holes due the scattering of acoustic or LO phonons and
the line broadening due to the size distribution of the inves-
tigated QDs. The second damping term e−T/T0 describes phe-
nomenologically the decay of the PL intensity at high tem-
peratures due to nonradiative recombination processes. Their
strength is characterized by a critical temperature T0. Such a
decay behavior has been explicitly observed for the PL signal
of a-Si:H �Ref. 29� and chalcogenide glasses.30 Typical criti-
cal temperatures for a-Si:H are in the range of 10 to 20 K,29

which compare quite well with the parameter T0=33 K used
in this work to model the nanocrystalline telluride systems.
The overlap integrals of electron and hole wave functions
�c �v are evaluated using the three-dimensional oscillator
eigenfunctions of the Hamiltonian �1� up to c ,v=5. Alto-
gether using the 3D oscillator model, we are able to calculate
the temperature- and frequency-dependent PL spectra of em-
bedded PbTe QDs taking into account the internal QCSE by
means of expression �9�. Results for the frequency-dependent
PL spectra of a 29-nm QD are illustrated in Fig. 4�a� for
different temperatures. The obtained results are in qualitative
agreement with the experimentally observed cw-PL spectra
�Fig. 4�b�� of PbTe QDs originating from an initially 5-nm-

FIG. 3. �Color online� Electron-hole transition energies for a
29-nm PbTe/CdTe QD as function of temperature. The black solid
line depicts the calculated ground-state transition energy Etrans

00 ,
while the excited-state transition energy Etrans

33 is given as black
dashed line. The red lines represent the unstrained �dash-dotted
line� and strained �dashed line� bulk PbTe band gap.

FIG. 4. Temperature-dependent PL spectra:�a� Theoretical pre-
diction for a 29-nm PbTe QD; �b� Experimental observation for
PbTe/CdTe QDs formed from an initially 5-nm-thick PbTe layer—
taken from Schwarzl et al. �Ref. 14�.
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thick PbTe layer.14 The in this way estimated QD diameter of
29 nm for QD samples with an initial 5-nm PbTe layer is in
good agreement with the QD size distribution found by
TEM.15

From the PL spectra in Fig. 4, we extract the maximum
PL peak position EPL. In Fig. 5 these maxima positions are
plotted versus temperature. At low temperatures, they match
the ground-state transition energy Etrans

00 , while at larger tem-
peratures they approach toward the excited-state transition
Etrans

22 �18-nm QD� or Etrans
33 �29-nm QD�.

The significantly stronger temperature dependence of the
predicted peak energy of the PL emission spectra in compari-
son with that of a certain transition energy Etrans

cv with fixed
values c ,v is a consequence of the temperature dependence
of the electron and hole level occupation numbers. With in-
creasing temperature more and more excited quantized states
will be populated by electrons or holes. In addition, the over-
lap integrals of such states are much larger than for the
ground state, because they are less influenced by the QCSE.
Consequently at higher temperatures mainly excited states
will contribute to the PL signal and lead to a temperature-
dependent blue shift in the spectra �ex�T�, so that we observe
the PL peaks at positions

EPL�T� = Etrans
00 �T� + �ex�T� = Egap�T� + Econf − �Stark + �ex�T� .

�10�

In Fig. 5, in both cases of QD diameters, a nonvanishing blue
shift �ex�T� of the PL peak position compared to ground-
state transition Etrans

00 is clearly observed. This again indicates
the involvement of excited-state contributions in the ob-
served PL spectra.

The temperature-dependence of the integrated PL intensi-
ties can be obtained by a simple energy integration of Eq.
�9�.

Iint
PL�T� = �

0

�

d	IPL�	,T� , �11�

Iint
PL�T� = C̃


c,v

fe��c + Egap�T� − �Stark�
��c + �v + Egap − �Stark�2 �1 − fh��v��

���c�v�2e−T/T0. �12�

In Fig. 6, the integrated PL intensities of our theoretical
model are compared with the integrated PL intensity mea-
sured for PbTe QD samples with initially 3-nm and 5-nm
layer thickness. In both cases, the PL intensity increases at
first until a certain temperature is reached above which the
PL intensity decreases considerably. The temperature of the
experimental maximum PL output is about 55 �100� K for
the 3 �5�-nm sample, which compares quite well with the
theoretical prediction of 75 �180� K for 18 �29� nm PbTe
QDs. Due to the size distribution in the samples studied ex-
perimentally the quantitative comparison is difficult. For in-
stance the predicted PL maxima of the 29-nm QD compares
much better with the high temperature shoulder of the 5-nm
sample at about 150 K.

The observed low-temperature behavior, especially the
drop down of the PL intensity after reaching a maximum in
Fig. 6, is in contrast to what has been observed for the most
zb-based III-V QDs for which the PL intensity is constant in
this temperature range. The discrepancy can be traced back
to the appearance of the internal QCSE in embedded PbTe
QDs. Two main mechanisms of the field influence have been
stated. In particular, the spatial separation of the HONO and
LUNO states leads to reduced optical transition matrix ele-
ments. For very low temperatures for which mainly the
ground-state electron and hole levels c=0 and v=0 are oc-
cupied this reduction gives rise to a reduced PL intensity. At
higher temperatures also excited states will contribute con-
siderably to the PL signal �see Fig. 5�. However, these states
are less influenced by the QCSE and exhibit larger transition
matrix elements, which leads to an increased PL intensity. At
even higher temperatures, in addition to other loss mecha-
nisms, the thermal escape of carriers out of the QDs reduces
the PL signal again.31–33 Our model also explains the QD
size influence. With increasing QD diameter the electron-
hole separation increases as well. Therefore, in larger QDs,

FIG. 5. Theoretical �black dots� peak energies of PL emission
spectra of PbTe/CdTe QDs as function of temperature. The full and
dashed lines depict calculated ground-state and excited-state transi-
tion energies, respectively.
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FIG. 6. Normalized integrated PL intensity. Left panel: theoret-
ical prediction for a 18-nm QD �solid line� and a 29-nm QD �dashed
line�. Right panel: experimental data of optimum annealed 3-nm
�squares� and 5-nm �circles� PbTe/CdTe samples. Vertical dotted
lines indicate the maxima

R. LEITSMANN AND F. BECHSTEDT PHYSICAL REVIEW B 80, 165402 �2009�

165402-4



higher lying excited states have to be populated to reach a
sufficient wave function overlap. This leads to the observed
shift in the integrated PL maxima to higher energies with
increasing QD diameter.

IV. SUMMARY

We have proposed a QD confinement model which de-
scribes the sizes dependence of the confinement energy for
small QDs better than the commonly used models. Further-
more, this model is able to treat eventually occurring internal
electric fields. In particular, the QCSE can be taken into ac-
count. Using this model, we are able to explain the tempera-
ture dependence of PL spectra of embedded semiconductor
QD with polar interfaces. As prototypical systems, we have
studied PbTe QDs embedded in CdTe layers for which we
could demonstrate the influence of the internal QCSE by the

characteristic temperature and QD size dependence of the PL
intensity. In particular, we have given one explanation for the
observed low-temperature drop down of the integrated PL
intensity.
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