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We report a combined experimental and theoretical analysis of Sb and In segregation during the epitaxial
growth of InAs self-assembled quantum dot structures covered with a GaSbAs strain-reducing capping layer.
Cross-sectional scanning tunneling microscopy shows strong Sb and In segregation which extends through the
GaAsSb and into the GaAs matrix. We compare various existing models used to describe the exchange of
group III and V atoms in semiconductors and conclude that commonly used methods that only consider
segregation between two adjacent monolayers are insufficient to describe the experimental observations. We
show that a three-layer model originally proposed for the SiGe system �D. J. Godbey and M. G. Ancona, J.
Vac. Sci. Technol. A 15, 976 �1997�� is instead capable of correctly describing the extended diffusion of both
In and Sb atoms. Using atomistic modeling, we present strain maps of the quantum dot structures that show the
propagation of the strain into the GaAs region is strongly affected by the shape and composition of the
strain-reduction layer.
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I. INTRODUCTION

Semiconductor self-assembled quantum dot �QD� lasers
were first demonstrated in the 1990s.1–6 The development of
such structures followed the exploitation of the three-
dimensional confinement in self-assembled InAs/GaAs
Stranski-Krastanow islands and has demonstrated low
threshold current and reduced temperature-dependent lasing
characteristics. In order to increase the emission wavelength
of InAs/GaAs QDs to the telecommunication range
�1.31–1.55 �m�, the QD layers needed to be formed as sub-
stantially larger islands compared to the first generation of
QD laser devices.1,2 Large QDs can be directly synthesized
by overgrowth �i.e., supplying material well beyond the on-
set of nucleation�,7 by controlling the epitaxial growth
conditions8,9 or by growing on higher-index surfaces.10,11

Metamorphic buffer layers have been used to this effect.12

However such large islands have proved to generate very
large strain fields which consequently may nucleate thread-
ing dislocations when a conventional GaAs cap is deposited
on top of the QD layer.13

An alternative solution to this problem is to embed the
InAs �or InGaAs� islands in a material with an intermediate
lattice constant between itself and the substrate and acting as
a quantum well �QW�. This material, usually grown as a
pseudomorphic layer, acts to reduce the band gap and in-
creases the aspect ratio of the QD, while also spreading the
hydrostatic strain of the island into the two-dimensional �2D�
layer. The layer is known as a “strain-reduction layer
�SRL�,” though all three effects contribute to the increase in
emission wavelength. The resulting QD/QW combination is
called a “dot-in-well” structure �DWELL�.14–18 Ustinov et
al.19 and Tatebayashi et al.20 showed how the emission

wavelength of such structures may be increased by varying
the In composition in the InGaAs DWELL at least up to that
required for 1.31 �m emission. A further advantage17,21 of
the DWELL strategy is that the QD density �and conse-
quently optical efficiency� can be significantly increased be-
cause of the reduction in strain in the growth direction.22,23

The integrated photoluminescence �PL� intensity in DWELL
structures shows a different temperature behavior compared
to conventional self-assembled QD layers: an increase at low
temperatures �up to 80 °K� is followed by a decrease at
higher temperatures. This has been explained in terms of the
dependence of carrier capture on the strain-induced potential
barrier at the interface between the well and the dot.24–26

Hence the precise nature of the strain fields in and around the
QD plays a fundamental role in shaping the optical emission.

In electronically uncoupled multistacks of QDs within
DWELL structures the PL intensity reaches a maximum
when the In concentration in the QW is about 15% and re-
mains reasonably high between 15% and 18%.13 Any further
increase in In concentration results in a strong reduction in
the PL intensity which is associated with the relaxation of the
dot-well combination.

The SRL is typically formed by diluted InGaAs though
GaAsN or GaAsSb have also been used.27–32 Because Sb
is known to act as a surfactant, a GaSbAs SRL may
act to suppress defect generation and enhance radiative
recombination.33 Furthermore the GaAsSb capping offers an
additional degree of freedom as emission can come from
type II band alignment.16,34 The properties of Ga�In�AsSb
capping layers have been investigated theoretically35,36 and
experimentally37,38 showing that like InGaAs the large lattice
constant of GaAsSb acts as a SRL providing a mechanism
for redshifting the emission wavelength. Such a modified
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strain difference between the QD and SRL can also induce
differences in the island size.39 In fact the observed heights
of the QDs are as much as twice compared with QDs capped
with pure GaAs. Ripalda et al.40 reported the use of GaAsSb
capping to extend the emission wavelength of InGaAs quan-
tum dot structures and observed that a type II alignment
takes place when the Sb content of the capping layer is
higher than 14%. Furthermore they also report an order of
magnitude improvement of the room-temperature lumines-
cence intensity in the 1.3 �m spectral range for GaAsSb
covered InAs QDs due to increased hole localization.41

II. SEGREGATION IN EPITAXIAL LAYERS

The growth of semiconductor alloys during epitaxy is of-
ten accompanied by modification of the nominal alloy com-
position that are a result of elemental segregation. Segrega-
tion is the process whereby binding and elastic energy
differences among different atomic species from the same
periodic group result in the movement toward the surface of
one or more atomic species. The intermixing and segregation
of Ga and In during epitaxial growth of QWs �Refs. 42–48�
and self assembled QDs �Refs. 29 and 49–54� has been stud-
ied extensively. Though molecular-beam epitaxy �MBE�
-grown Ga�In�AsSb alloys have been reported for many
years55–58 the effects and nature of Sb and As intermixing
and segregation in QWs �Ref. 59� have only recently been
studied with particular reference to growth and interface
quality in GaAs/GaSb,60 InAs/GaSb,61–63 and GaInSb/InAs
superlattices.64 In QD structures, the role of Sb/As intermix-
ing has also received attention. Segregation of group V ele-
ments was reported in GaSb/GaAs QDs,65 with the formation
of a floating layer containing Sb observed throughout the
GaAs growth. The InSb/In�As�Sb QD system has also been
investigated.66 In InAs/GaAs QDs Sun et al.67 has also ob-
served an intermixing process which is suggestive of Sb act-
ing as a surfactant. The authors reported that in the presence
of Sb, the amount of InAs required for QD formation de-
creases substantially due to the incorporation of Sb inside the
core of the island. Furthermore Ga incorporation into the
InAs QDs was also observed, which in part compensates the
added strain created by the incorporation of Sb. For InAs/
GaAs QDs capped with GaSb the formation of a quaternary
alloy has been observed through spatially resolved low-loss
electron-energy-loss spectroscopy.68 All four chemical ele-
ments have been found inside the islands and the presence of
Sb within the core of the QDs was observed at a concentra-
tion significantly larger than that of the wetting layer. The
intermixing process giving rise to the formation of the qua-
ternary GaxIn1−xAsySb1−y alloy in the core of QDs is as-
sumed to be a strain-driven process.

In the following we will review some of the models com-
monly used to explain segregation effects in III–V alloys.
The earliest formalized description of segregation
processes69 used thermodynamic arguments for which the
balance of the surface and bulk chemical potentials can be
represented by a chemical equilibrium equation. In M-N al-
loys, where N is the segregating atomic species that is

pushed to the surface, the bulk composition is different from
the surface one the chemical balance equation takes the form

Nbulk + Msurface ↔ Mbulk + Nsurface. �1�

Muraki et al.70 presented a simple exchange model for
InGaAs/GaAs QWs. According to this model the In �cation�
concentration in the nth monolayer can be expressed in the
form

xIn = �0 if n � 1

x0�1 − Rn� if n � 1 � N

x0�1 − Rn�Rn−N if n � N
� , �2�

where the R=e−d/� is a fitting parameter that can also be
estimated from the segregation length � obtained from
secondary-ion-mass spectroscopy. The symbol d is one half
of the lattice constant. Usually R changes with growth tem-
perature even though the temperature is not explicit in the
expression.

At the same time a more chemically justified model of
segregation, initially verified for SiGe alloys, was presented
by Fukatsu et al.71 and Fujita et al.72 The same method,
known generally as the kinetic model of segregation, was
extended to exchanges of group III atoms in III–V alloys by
Dehaese et al.73 In the kinetic model of segregation the pro-
cess of diffusion is assumed to occur only between the grow-
ing layer and the one immediately below while all the other
layers �bulk� are considered to be frozen. The evolution of
the number of In surface atoms is given by the balance of
incoming and leaving In or Ga atoms,

dXIn
�s��t�
dt

= �In + P1 · XIn
�b��t� · XGa

�s��t� − P2 · XIn
�s��t� · XGa

�b��t� ,

�3�

where �In is the impinging flux in monolayer �ML�/s and the
Xi�t� are the time-dependent concentrations expressed as
fractions of a monolayer. At the time interval dt, the number
of In atoms approaching the surface layer is the sum of the
impinging In flux and of the number of exchange possibili-
ties, which is taken as the product of the fraction of In mi-
grating to the bulk times the fraction of Ga migrating to the
surface at any time t, weighted by the P1 rate. The reverse
exchange is that of the fraction of In migrating to the surface
times the fraction of Ga incorporated in the bulk layer at any
time t and weighted by the probability factor P2. The total
surface and bulk atom concentrations at time t can be ex-
pressed as

XIn
�s��t� + XIn

�b��t� = XIn
�s��0� + XIn

�b��0� + �In · t �4�

and by

XIn
�s��t� + XGa

�s��t� = XIn
�s��0� + XGa

�s��0� + ��In + �Ga� · t . �5�

The probabilities of exchange are simply described by expo-
nential decays

P1 = v1e−E1/kT,
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P2 = v2e−E2/kT, �6�

where v1 and v2 are vibrational frequencies �which are the
combination of surface and bulk lattice vibration frequen-
cies� and are usually taken as 1013 s−1.44,73

A variant of the kinetic method is the so-called thermody-
namic model and was originally proposed by Moison et al.74

The governing equations are obtained from the kinetic model
equations assuming high temperature. Under this condition
the stationary state is well described by the condition of ab-
sence of impinging flux, which reduces Eq. �3� to

P1 · XIn
�b��t� · XGa

�s��t� = P2 · XGa
�b��t� · XIn

�s��t� �7�

Assuming that �1=�2 and using the fact that the
XGa=1−XIn, the Eq. �7� can be rewritten as

XIn
�s��1 − XIn

�b��
XIn

�b��1 − XIn
�s��

= e�E2−E1/kT�, �8�

where k is the Boltzmann constant, T is the absolute tem-
perature, and Es �segregation energy� is the difference be-
tween bulk and surface energy E2 and E1. The mass conser-
vation equation for the bulk and surface concentration is
simply given by

XIn
�s��n� + XIn

�b��n� = XIn
�s��n − 1� + �In. �9�

The combination of Eqs. �8� and �9� completely defines the
thermodynamic method. In Eq. �9� the index n is used to
denote the nth completed monolayer, �In is the nominal In
mole fraction in the incident flux, Xs and Xb are the concen-
trations, in the surface and bulk phases, respectively, of one
of the two atomic species that are subject to the exchange
process.

The previous models of segregation are based on the two-
state exchange70,71,73 mechanism, where only atomic ex-
change among the subsurface and surface states is consid-
ered. Godbey and Ancona75 instead proposed to extend the
kinetic model to a three-layer exchange mechanism. We will
refer to this as the “three-layer” model. This approach was
initially proposed to describe segregation in SiGe �group IV�
alloys but the same method can be used for group III–V
exchange processes. We will therefore discuss the governing
equations in terms of In and Ga atoms and make some modi-
fications to the symbols used in the equations in order to
make the similarities with the kinetic model more obvious.
In the three-layer model of segregation, at the start of the
deposition of every new monolayer the exchange process
involves only the two topmost layers s−1 and s−2. A partial
monolayer, labeled s, then starts forming. At this stage ex-
change will take place only among layers s and s−1 in the
regions where s has formed. This is because s−2 is buried
and further exchanges with other layers no longer reduce the
surface-free energy significantly. However, in uncovered re-
gions the exchange between layers s−1 and s−2 continues to
occur. These actions progress until the growing layer s is
completed, at which point s−2 becomes buried and the next
layer begins to grow. This process of layer growth and ex-
change repeats until the entire structure is completed. God-
bey and Ancona75 described this kinetics as simultaneous
growth and exchange, and considered two limiting cases of

zero �solid surface model� and infinite �fluid surface model�
surface diffusion rate. Since the solid surface model has not
been conclusively shown to produce a better agreement with
experimental data compared to the fluid model and also con-
sidering that there are some problematic uncertainties on the
value of the exchange energies to be used, here we will limit
the discussion only to the fluid surface model

We define 	 to be the time to grow one monolayer at a
constant growth rate. The three monolayer segregation can
be written as

XIn
�s� + XGa

�s� =
t

	
,

XIn
�s−1� + XGa

�s−1� = 1,

XIn
�s−2� + XGa

�s−2� = 1. �10�

The In concentrations are obtained from mass balance equa-
tions expressed in the form

dXIn
�s�

dt
= �In + Es,s−1,

dXIn
�s−1�

dt
= Es−1,s + Es−1,s−2,

dXIn
s−2

dt
= Es−2,s−1, �11�

where 
In=x /	 is the In deposition rate and Ei,j �note that
Ei,j =−Ej,i� is the rate of supply of In to the layer i from layer
j passing through exchange processes. Since this model deals
only with the infinite rate of surface diffusion, covered and
uncovered atoms cannot be distinguished. The sum and inte-
gration of those three differential equations gives the equa-
tion for the global conservation.

XIn
�s��t� + XIn

�s−1��t� + XIn
�s−2��t� = �Int + XIn

�s−1��0� + XIn
�s−2��0� .

�12�

The exchange rates Ei,j and Ej,i are assumed to have the same
form. Both are in fact described by second-order kinetics and
both are engaged in the exchange of surface atoms with at-
oms buried in the layer underneath. The expression for Ei,j
can be written as

Ei,i−1 = P1XGa
�i� XIn

�i−1� − P2XGa
�i−1�XIn

�i�, �13�

where P1 and P2 have identical expressions to those of the
kinetic model, described in Eq. �6�. It is also worth noting
here that if the exchange between the s−1 and s−2 layers
was stopped �forcing Es−2,s−1=0�, then Eq. �11� are identical
to Eq. �3� This shows how the three-layer fluid model is an
extension of the kinetic model.

In Fig. 1 we show a comparison of the four models dis-
cussed earlier. We use an example structure consisting of a
GaAs / InxGa1−xAs /GaAs QW of thickness 20 ML, x=0.2
and a constant growth temperature of 500 °C. For the ther-
modynamic, kinetic and three-layer fluid model we used
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identical segregation energies �E1=1.8 eV, E2=2.0 eV�
�Ref. 73� while for the temperature-independent exchange
model we used R=0.79, which is the recommended value
according to Litvinov et al.76 The set of differential equations
of the kinetic and three-layer models were solved numeri-
cally using the Runge-Kutta method.77 The thermodynamic
and kinetic models at the growth temperature of 500 °C are
practically indistinguishable. However the other two models
yield very different predicted segregation profiles. Even
changing the R parameter in the exchange model or modify-
ing the segregation energies in the three-layer model does
not allow matching closely the profiles predicted by the ther-
modynamic or kinetic model. Regarding the thermodynamic
model, Gerard et al.42 showed that, when modeling
InxGa1−xAs alloys, the predicted segregation is accurate only
for x�0.11. This also implies that the kinetic model is also
accurate only for x�0.11, at least for high temperatures,
when the thermodynamic and kinetic models are equivalent.
The exchange model was shown to give a very good agree-
ment with experimental transmission electron microscopy
data on In rich �25%� InGaAs layers by Litvinov et al.78

Furthermore the authors show how the agreement is substan-
tially improved compared to using the kinetic model, a result
that confirm the earlier conclusions of Gerard et al.42

The three-layer model is predicting a substantial delay in
the incorporation of In in the early stages of the growth of
the QW and also a more pronounced tail of In segregated
into the upper GaAs layer. Godbey and Ancona75 noticed that
such increased tail is more in agreement with experimental
data on SiGe structures. However the dramatic amount of In
segregation in the QW structure itself is unrealistic for this
type of structures, also given that we know that the exchange
model gives a fairly accurate segregation profile, according
to Litvinov et al.78

III. EXPERIMENTAL DETAILS

QD layers capped with GaAsSb were grown by solid
source MBE, as follows: an n+ Si-doped GaAs �001� sub-
strate was covered by a 200 nm GaAs buffer �590 °C�, fol-

lowed by a 2.8 ML InAs layer �500 °C�, after a 30s growth
interrupt a 6 nm GaSbAs �475 °C�, 10 nm GaAs �475 °C�,
and finally 40 nm GaAs �590 °C�. With the exception of the
buffer layer the growth sequence was repeated three times
but each time changing the nominal Sb content to 12%, 15%,
and 20%. The sample was finally capped with a further 10
nm of GaAs �590 °C�. The InAs layers were deposited at a
growth rate of 0.094 ML/s.

The structural properties of the QD layers were investi-
gated by means of cross-sectional scanning tunneling mi-
croscopy �X-STM�. The measurements were performed at
room temperature on the �110� surface plane of in situ
cleaved samples under UHV ���4�10−11 Torr� conditions.
Polycrystalline tungsten tips prepared by electrochemical
etching were used and images recorded at high voltage
��3 V�. From the topographies obtained under constant cur-
rent conditions quantitative information on the local compo-
sition of all the atomic species present in the structure can be
directly obtained. Depending on the polarity of the tip-
sample voltage group III or V atoms are imaged. If a single
In is present in GaAs it will appear in both polarities due to
the modified local bond around the In atom. However the
contrast of the In atoms appears strongest when we image the
group III atoms while Sb appears strongly when we image
the group V atoms. Thus we can reliably distinguish between
Sb and In atoms in the respective polarities.37

In Fig. 2 we show the distribution of In and Sb around the
QD island. It is well known50–52,79 that when capping with
pure GaAs the growth is characterized by heavy intermixing
of the group III atoms, i.e., In and Ga. Such intermixing is
also at the origin of the morphological changes that epitaxial
islands undergo during capping. Hence it would have been
reasonable to expect that the deposited GaAsSb capping
layer would be heavily intermixed with the In of the wetting
layer. Instead the X-STM images �Fig. 2� clearly indicate
that intermixing is suppressed and the quaternary alloy In-
GaAsSb is present only in a small region. A region depleted
of both Sb and In is present at the contact point of the island
and the wetting layer. Furthermore no Sb was observed in-
side the island, contrary to the observation of Molina et al.65

In order to gain a better understanding of the nature of the
segregation effects in these structures we have analyzed the

FIG. 1. In concentration in a In0.2Ga0.8As /GaAs quantum well
of thickness 20 ML, as predicted by the exchange, thermodynamic,
kinetic and three-layer segregation models. For all models the
nominal In fraction is 20%. For all but the exchange model we used
segregation energies E1=1.8 eV and E2=2.0 eV. For the exchange
model we used R=0.79.

Sb atoms

In atoms
In & Sb depleted

FIG. 2. X-STM image of a GaSbAs/InAs/GaAs DWELL struc-
tures. Elemental segregation is evident and so is an area between
the wetting layer and the SRL with limited intermixing of In and
Sb.
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relative composition of In/Ga and As/Sb in regions away
from the QD islands for the three nominal Sb contents in the
sample. The experimental data is presented in Fig. 3 for the
three nominal �as given on the growth sheet of the sample�
compositions of 12%, 15%, and 20%. The fractional amount
of In and Sb is measured by integrating over several nanom-
eters for each plane observable in the STM topographies �ev-
ery other atomic chain�. The data shows evidence for segre-
gation profiles for both In �propagation into the GaSbAs
region� and Sb �retarded incorporation into the GaSbAs SRL
and diffusion into the GaAs capping region�. The In compo-
sition is the one with the largest experimental error since the
low composition means that In atoms can be overshadowed
by the presence of many Sb atoms in their proximity. To
estimate the effective NSb content for the growth sequence as
opposed to the nominal content, we integrate the total
amount of Sb over the measured atomic chains and multiply
by 2 to take into account the chains that are not visible

NSb = 2�

�
i=0

n

Sbi

nGaSbAs
, �14�

where nGaSbAs is the total number of monolayers containing
Sb deposited during growth �i.e., the number of monolayers
of GaSbAs in the SRL�, and Sbi is the composition of the ith
chain. We find that the effective content is 11
2%,
17
2%, and 22
2% instead of the nominal 12%, 15%, and
20%. In the following sections we will compare the experi-
mental data to the predictions of the different segregation
models and try to answer the question of whether the re-
tarded incorporation of Sb at the interface of the SRL and the
wetting layer is due to strain effects or can be explained
more effectively using segregation models.

IV. STRAIN-ENERGY CALCULATIONS

To investigate the role of the strain due to the GaAs sub-
strate, we study the elastic behavior of the InpGa1−pSbqAs1−q
alloy pseudomorphically grown on the GaAs �001� surface.
We have built a series of 121 atomistic models of
InpGa1−pSbqAs1−q /GaAs QWs with systematically different
values of the p and q fractions to cover all of the possible
alloys between the binary components GaAs, InAs, GaSb,
and InSb. Care has been taken to ensure the general validity
of the predictions and independence of the results from par-
ticular atomic arrangements. For example, we identified the
ideal dimensions of the simulation box �9 nm base and 8 nm
QW embedded in 22 nm GaAs barriers� as the smallest ones
that minimized fluctuations in the elastic energy due to com-
positional disorder. The structures were relaxed �molecular
statics implementation� using a parallel implementation of
the IMD™ software80 comprising optimized bond-order em-
pirical potentials81 with the parameters of Powell et al.82

From the relaxed atomic positions we evaluated the crys-
tal strain energy �shown in Fig. 4� by taking the local com-
position under consideration and by evaluating the strain on
each tetrahedron in the crystal. From the local strain compo-
nents we easily obtained the average elastic potential energy,
which unlike the strain tensor is a nonlocal property and
hence it is better suited to describe the elastic properties of a
disordered alloy.

From Fig. 4 it is clear that the strain energy does not
follow simple linear averages between the binary compo-
nents. The maximum is found to be close to the ternary In-
GaSb alloy �50% In and Ga�. The fact that the maximum of
the strain energy is not found to coincide with InSb is unin-
tuitive. The lattice constant of InSb is the largest of all the
binary compounds GaAs, InAs, and GaSb. We propose that
the result is a consequence of alloy disorder. We tested this
assumption for the structures without As �q=1� by repeating
the simulation with a superlattice structure composed by al-
ternating InSb and GaSb layers but maintaining the same
overall composition used in the random QW structure. These
calculations are shown in Fig. 5 where we show the differ-
ence between InGaSb QWs and equivalent superlattice struc-
tures. We evaluated the superlattice structures for 40%, 50%,
and 70% In while maintaining the exact same dimensions of

FIG. 3. Experimentally determined In and Sb fractions in
GaSbAs SRLs with a nominal Sb content of �a� 12%, �b� 15%, and
�c� 20%. Measurements were taken in regions away from the QDs
and integrated over the atomic chain in the areas that were
analyzed.
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the atomistic models. The strain energy is clearly lower for
the superlattice structures demonstrating that the additional
strain energy comes from disorder in the alloy. It is also
evident that to form as a quaternary alloy there is an elastic
energy penalty compared to clustering as ternary alloys. It is
worth noting that one cannot draw any conclusions on the
stability of the alloy from the strain energy alone. The sta-
bility of any solution is in fact determined by the change in
Gibbs free energy with changes in composition. In the case
of a semiconductor alloy we can write83

�G = �E − T�S + �UStrain, �15�

where �E is the change in bond energy of the system �cal-
culated by summing over all individual bonds energies be-
fore and after mixing� and �S is the change in entropy at
temperature T. The term �UStrain is the elastic strain energy
of the system due to the substrate and it is assumed to rep-
resent a perturbation compared to the previous terms.83 The

stability criterion is then determined by the second deriva-
tives of the Gibbs energy in respect of the composition

�2�G

�p2 ·
�2�G

�q2 = 	 �2�G

�p � q

2

. �16�

Onabe84 reported calculations of stability diagrams for the
quaternary alloy InGaSbAs. The substrate-induced strain en-
ergy term in the expression for the Gibbs energy was omit-
ted. A large unstable region and consequently a miscibility
gap were found to be dominant in the composition plane up
to temperatures as high as 1000 °C. Structures with large
lattice mismatch among the compounds tend to have large
spinodal decomposition regions within the simple equilib-
rium theory.83 However growth techniques such as MBE are
typically far from equilibrium and therefore even if over-
coming miscibility gaps involves climbing over substantial
nucleation barriers, the growth as a metastable solution with-
out decomposition can still be possible. We also note that
even though we cannot make any conclusion on the stability
of the quaternary alloy, the elastic strain energy has a depen-
dence on the composition p and q which closely resembles
the isotherms of the Gibbs free energy as reported by
Onabe.84

V. MODELING Sb SEGREGATION

The data for the Sb segregation contained in Fig. 3 is
comprehensive enough �three different Sb fluxes were used
to grow the samples� to allow us to thoroughly compare the
different theoretical models. All models presented will use
the experimentally determined effective impinging fluxes
discussed earlier rather than the nominal ones.

We start with the exchange model of Muraki et al.,70

shown in Fig. 6. We used a value of R=0.85 which we de-
termined as the one that gives the best result for all three
fluxes used. The agreement with the experimentally deter-
mined profiles �scattered points� is reasonably good for the
raising part of the segregation profile �the nominal GaSbAs
region�. The only exception is the lowest flux �11%� where
the incorporation of Sb is clearly retarded in the experimen-
tal data compared to the model. The agreement with the de-
cay part of the Sb profile �the nominal GaAs capping� is less
satisfactory. In particular, the experimental data shows a
much longer and significant tail of Sb atoms compared to the
prediction of the model. The thermodynamic and kinetic
�Fig. 6� models reveal very similar features, as expected. We
used exchange energies for anion �Sb/As� taken from Magri
and Zunger,63 E1=1.68 eV and E2=1.75 eV. The agreement
with the experiment is unsatisfactory for all available data.
The raising part is overestimated while the decay is clearly
underestimated in all three cases. It is worth mentioning that
the kinetic/thermodynamic model of segregation has been
reported to be in agreement with experimental data in vari-
ous occasions �e.g., see Ref. 44 where �111�b GaAs/InGaAs/
GaAs were studied�. It is possible that the discrepancy in this
case has to do with the fact that In and Sb segregation are
taking place at the same time and affecting each other. To
further explore this possibility we have attempted an ap-
proach involving the coupling of the equation for In/Ga seg-

FIG. 4. The average elastic strain energy per atom of a suffi-
ciently thick epitaxial layer of the InpGa1−pSbqAs1−q alloy for all
combinations of the atomic fractions p and q.

FIG. 5. �Color online� Comparison between the strain energy of
InGaSb QWs and equivalent superlattice structures as a function of
the In content. The superlattice structures had compositions of 40%,
50%, and 70% In. The strain energy is always lower for the super-
lattice compared to the quantum well.
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regation together with those for Sb/As segregation. This is
achieved by considering the difference in strain energy be-
tween the alloy with just the Sb �or In� and the alloy with the
addition of In �Sb�,

�EST
Sb = EST�XIn

�s��t�,
Sb� − EST�0,
Sb� �17�

and

�EST
In = EST�XSb

�s��t�,
In� − EST�0,
In� . �18�

The energies in Eqs. �17� and �18� are readily obtained from
the strain-energy calculations presented in Fig. 4. These ex-
pressions are then used to modify Eq. �6�

P1
Sb = v1e−E1

Sb−�EST
Sb/kT,

P2
Sb = v2e−E2

Sb+�EST
Sb/kT,

P1
In = v1e−E1

In−�EST
In /kT,

P2
In = v2e−E2

In+�EST
In /kT. �19�

Equation �19� effectively couple the In and Sb segregation.
Admittedly the choice of simply adding these terms to the
exchange energy terms might seem arbitrary. As explained
before the free energy of the system is a much better estimate
of the compositional mixing energy penalty. However here
we are merely trying to understand what is the effect of
making the In/Ga and Sb/As segregation processes coupled,
and we are therefore using a term that has a very similar
dependence on composition to the free energy. The results
are shown in Fig. 7. Coupling the two segregation processes
appears to improve the agreement with the experimental
raise of the Sb concentration profile but the decay of Sb is
still significantly underestimated. Furthermore the Sb incor-

FIG. 6. �Color online� Exchange, thermodynamic, and kinetic
models of segregation for 20 monolayers of Sb, �a� Sb=11%, �b�
Sb=17%, and �c� Sb=22%.

FIG. 7. �Color online� The modified kinetic model of segrega-
tion prediction of the In/Sb concentration profile for two monolay-
ers of In �100% In� and 20 monolayer of Sb, compared with experi-
mental data. The nominal Sb flux is �a� Sb=11%, �b� Sb=17%, and
�c� Sb=22%.
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porated in the SRL region is severely overestimated for the
17% and 22% samples.

Finally we calculate the segregation profiles using the
three-layer model and use the same values of the energies, E1
and E2, and vibrational frequencies, as in the kinetic model.
It is rather evident �Fig. 8� that the effect of considering the
exchanges with the third layer has a very large impact on
both parts of the segregation profile. In particular, the decay
is much more in agreement with the experimental data than
any other segregation model utilized. The raise of the Sb
concentration close to the wetting layer is well reproduced in
two cases �11% and 17%� but excellently reproduced for the
largest value of the Sb �22%�, where the experimental error
on the measurement is expected to be lower. We have also
tried to test if the addition of the strain energy in the prob-
ability functions has a noticeable impact. We simply used Eq.
�19� within the three-layer model as we did for the kinetic

model. This time we noticed very little difference in the pre-
dicted profiles.

In Fig. 8 we also show the experimental and predicted
profile for the In distribution using the three-layer model.
The agreement between the two is very good and substan-
tially better than any other of the segregation models. This is
not surprising since the three-layer model seems to be the
only one to correctly predict the decay of the segregation
profile, and because of the thickness of the wetting layer
��3 ML� only the decay of the In distribution can be ob-
served here.

The fact that the three-layer model provides the best fit for
the Sb distribution is expected. According to Dorin60 the ki-
netic model is severely limited by the two-layers approach
when looking at films containing Sb, where significant
roughening may open paths for Sb segregation. Our calcula-
tions confirm this observation, as the three-layer model
clearly provides the best results not just for the Sb concen-
tration but also for the In distribution when this is segregat-
ing into a region where Sb is present.

VI. MODELING STRAIN IN QUANTUM DOTS

In order to investigate the influence of the presence of Sb
atoms on the structural properties of QDs capped with a
SRL, we have implemented a series of molecular statics
simulations. The atomistic models are built as follows: we
initially design a GaAs �001� substrate section of dimensions
40�40�10 nm3. This is followed by a thin InAs 2D layer
�wetting layer� of thickness 2 ML. The QD island sits on top
of the 2D layer and is made of pure InAs. The island dimen-
sions are roughly 28 nm in diameter and 10 nm in height.
The dimensions are taken from the data acquired during
STM analysis. The shape of the island is taken from that
proposed by Costantini et al.85 where a detailed analysis of
the facets observable in STM microscopy was presented. The
region around the island and up to the height of the QD
�SRL� is formed by either pure GaAs, InGaAs, GaSbAs, or
InGaSbAs. The entire structure is then further capped with a
10 nm layer of pure GaAs. Periodic boundaries are used in
the �100� and �010� crystallographic directions. The size of
the simulation box in these directions is sufficient to avoid
the influence of the periodic images of the QD islands. In the
�001� directions we applied a frozen approach for the bottom
layer �only for the atoms in the bottom most two monolay-
ers� and left the topmost monolayers free to move �floating
layer�. This is made necessary by the uncertainty over the
growth direction lattice parameter of the SRL region if Sb is
present in the InGaAs alloy. Therefore unrestricting the sur-
face allows the structure to freely relax to its energy mini-
mum without artificial constraints. In order to minimize the
computation time we prestrain the regions that are definitely
going to show strain, such as, e.g., the InAs island. This step
proves to produce greatly accelerated relaxation to the en-
ergy minimum.86 The structures comprise usually about 2.8
million atoms and the computational effort is minimized by
using a 64-processor parallel implementation. To our knowl-
edge these are the largest atomistic simulations of QDs ever
attempted. Each structure is typically relaxed within a 24 h

FIG. 8. �Color online� Three layer and modified three-layer
model of segregation prediction of the In/Sb concentration profile
for two monolayers of In �100% In� and 20 monolayer of Sb, com-
pared with experimental data. The nominal Sb flux is �a� Sb=11%,
�b� Sb=17%, and �c� Sb=22%.
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period. The structures have been relaxed using molecular
statics within the IMD™ software.80 Just like in the elastic
strain calculations, the strain is directly extracted from the
atomic bonds by comparing the strained lattice to an ideal
unstrained one and taking the local composition into account.

We present the strain maps obtained for the diagonal com-
ponents of the strain tensor, that compared to the off-
diagonal components are more significant in the description
of tetragonal distortion. In Fig. 9 we show such maps for the
simple case of a GaAs/InAs/GaAs quantum dot island. The

difference in the parallel strain components is due to having
used an asymmetric shape in accordance to the data reported
in the literature.85 The propagation of the strain inside the
GaAs barrier is very pronounced as expected.

In Fig. 10 we show the strain maps for the case of three
uniformly alloyed SRLs with 10% In and 20% Sb, 50% In
and no Sb, 30% Sb and no In. The fact that the addition of an
SRL during growth is a very effective way of reducing the
strain in the GaAs matrix is confirmed by our simulations. In
all cases the reduction in the propagating strain is evident, as

FIG. 9. �Color online� Strain maps for a GaAs/InAs/GaAs quantum dot island. �a�, �b�, and �c� are the components of the strain �xx, �yy,
and �zz.

FIG. 10. �Color online� Strain maps for a InGaSbAs/InAs/GaAs quantum dot island. The SRL is composed by ��a�,�b�, and �c�� InGaSbAs
with 10% In and 20% Sb, ��d�,�e�, and �f�� InGaAs with 50% In, or ��g�,�h�, and �i�� GaSbAs with 30% Sb. The first, second, and third
columns are the components of the strain �xx, �yy, and �zz, respectively.
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well as a modification of the distortion inside the islands.
We also compared the idealized SRL with one where the

composition is nonuniform according to the observed segre-
gation profiles. We therefore simulated the intermixing of a
GaSbAs SRL with nominally 12%, 15%, and 20% Sb. All
other parameters are kept the same. The experimental
X-STM topographies also indicate that the material in the
SRL does not form a uniform 2D layer but rather wraps
around the QD island. This effect was reproduced in our
input models. The results of the simulations shown in Figs.
10 and 11 indicate that the strain distribution is strongly al-
tered by the presence of an intermixed SRL compared with
having a uniform composition.

Of the three compositions tested we found that the higher
the Sb content, the lower the strain in the matrix, although at
the expense of higher strain in the island. If we then compare
the highest Sb composition in both the uniform and nonuni-
form case, it is obvious that the SRL with high intermixing is
more effective in reducing the strain in the GaAs regions
both above and below the QD island.

VII. CONCLUSIONS

We have presented a comprehensive study of segregation
of In and Sb during molecular-beam epitaxy growth of

strain-reducing layers for quantum dots emitters. After com-
paring all available models of segregation we conclude that
the exchange processes between In/Ga and Sb/As involve
three layers. Hence the model proposed by Godbey and
Ancona75 is the most suited to describe the simultaneous
segregation of group III and group V atoms.

We have also shown detailed calculation of strain maps
for realistic models of quantum dots capped with a strain
relieving layer. The results suggest that a high Sb content in
the strain-reduction layer reduced the penetration of the
strain in the GaAs matrix. This reduced strain would enable
islands to be more closely packed, ultimately producing la-
sers with a higher density of states within the active region.
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FIG. 11. �Color online� Strain maps for a InGaSbAs/InAs/GaAs quantum dot island. The SRL is composed by In and Sb segregated
layers with a nominal Sb composition of ��a�,�b�, and �c�� 12% Sb, ��d�,�e�, and �f�� 15% Sb, and ��g�,�h�, and �i�� 20% Sb. The first, second,
and third columns are the components of the strain �xx, �yy, and �zz, respectively.
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