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The existence of a negative static dielectric constant has drawn a great deal of theoretical controversy.
Experimentally, one has never been observed. However, low-frequency negative capacitance has been widely
reported in fields including physics, chemistry, biology, geology, and electronics. This wide variety of systems
possesses an extremely diverse set of physical processes that, surprisingly, share similar characteristics. We
present a general mechanism that unites the various instances of negative capacitance under a common frame-
work. The mechanism demonstrates that the negative capacitance arises from dc/ac signal mixing across a
nonlinear conductor. Verification of the model is performed in physically distinct samples: an electrorheologi-
cal fluid, a fuel cell, and a solar cell. Furthermore, we argue that the negative capacitance, under appropriate
conditions, can be associated with a negative-differential dielectric constant, possibly even in the static limit.
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I. INTRODUCTION

Materials and devices that exhibit negative capacitance
�NC� are beginning to become quite common. It has been
observed in samples as different as crystalline and amor-
phous semiconductor devices,1–9 organic compounds,10–14

composite materials/nanomaterials,9,15–22 electrochemical
cells,23–25 geological samples,26 biological membranes,27–29

and even moist surfaces.30 Furthermore, it has been shown
that NCs can originate at interfaces as well as in the bulk of
the materials. However, they do typically share several
common features: they arise in the presence of a dc bias; the
I-V characteristic is superlinear, i.e., the in-phase
conductance 1 /Rac increases with the dc bias; and they
possess a strong dispersion, such as a plasmalike admittance
1 /Rac+ i�C�

1
1+i�� , where � and � are the frequency and a

time scale, respectively. In fact, NC has not been reported in
linear systems below microwave frequencies with good rea-
son: the parameter � should be interpreted as the carrier re-
laxation time �10−9 s, and lead to an �C term negligibly
small against the in-phase 1 /Rac.

31,32 Some reports have pro-
posed mechanisms, with varying degrees of rigor, behind the
NC for the particular case in question. The explanations of
these observances, naturally, are as varied as the materials in
which they are found. Such divergent interpretations seem to
be in strong contrast with the surprisingly similar features
observed.

Previously, we have reported plasmalike NC in an elec-
trorheological �ER� fluid.20,21 Here, we exploit the above-
mentioned common features to demonstrate the basic re-
quirements necessary for the manifestation of NC. We show
that an off-phase signal, arising from dc bias and ac signal
mixing across a dispersive nonlinear element, is responsible
for NC. Our mechanism allows us to predict the NC value of
the ER fluid by merely examining the nonlinearity of the
in-phase conductivity. The validity of this model is further
demonstrated on published data from a few unrelated mate-

rials. Hence, seemingly unrelated instances of NC may be
understood under a common framework. It is interesting to
note that the NC under this model could naturally extend to
the static limit if the nonlinearity persists into this regime.
We will also argue that such NC should represent a negative-
differential dielectric constant if the associated nonlinearity
and dispersion are bulk phenomena. It is hoped that this
mechanism will provide a pathway in the search for materi-
als with a negative static dielectric constant �NSDC�, a prop-
erty whose very existence has long been debated.

II. RESULTS AND DISCUSSION

A. NC in the ER fluid

The ER fluid is a colloid of 50 nm urea-coated
Ba0.8Rb0.4TiO�C2O4�2 nanoparticles suspended in silicone
oil.33 Measurement cells for the fluid experiments were con-
structed of two parallel electrodes. The complex differential
admittance 1 /Rac+ i�Cac=Iac /Vac was measured under a su-
perimposed dc bias, Vdc. The details of the ER fluid and the
experiments have been reported before.20,21 A typical data
subset over 10−5–103 Hz was measured in a period of 1–7
days after a stabilization period of several days. The uncer-
tainty of the phase angle ranges from 0.01° –0.05° and is
much smaller than the arctan��CacRac��0.5° for the imped-
ances reported here.

The 1 /Rac and Cac of an ER cell are shown in Fig. 1. Two
prompt features can be immediately noticed. Both 1 /Rac and
Cac are Vdc independent �linear ac response� and have a
power-lawlike dispersion above 103 Hz �lines in the figure�.
In other words, at high frequencies, both follow the so-called
universal dielectric response �UDR�, an empirical model for
almost all highly disordered systems.34 At lower �, however,
deviations almost simultaneously appear in the two channels.
The conductance becomes Vdc dependent, i.e., with nonlinear
I-V characteristics. The capacitance first deviates from the
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power-law fit and becomes negative at lower �. A closer
look further reveals that all 1 /Rac’s at a fixed Vdc�0 vary
with � nonmonotonically. To show this, an �-independent
baseline A0 was subtracted from 1 /Rac �Fig. 1�c��.20 It is
clear by comparing Figs. 1�b� and 1�c� that a 1 /Rac dip oc-
curs around the same �s, where the negative C��� appears.
This may not be an accidental coincidence. As previously
demonstrated,20 the analyticity of the complex ac response
1 /Rac+ i�Cac demands that a negative C��� and the associ-
ated 1 /Rac share a common plasmalike dispersion of
�1 / �1+ ����2�. Combined with the smooth increase in the
conductance with � predicated by the UDR model at higher
frequencies, this component will naturally lead to a dip at �s.
What has not been expected, however, is that a sudden en-
hancement of the 1 /Rac splitting with Vdc, i.e., the nonlinear-
ity, appears right below �s. This observation motivated us to
look into the correlation between negative C��� and the non-
linearity.

B. A general NC mechanism

Such a correlation, actually, is surprisingly general. It is
well known that a nonlinear sample, e.g., a diode, should
behave linearly in the small-signal limit if a single sine-wave
signal V1 sin��1t� is applied. All higher harmonics disappear
with V1→0, and Fourier transformations are perfectly legal
if a differential admittance is used. The situation, however,
may be different if there is another superimposed input of
V2 sin��2t+��, such as in the widely used electronic multi-
plying mixers. In particular, a dc bias, the special case of
V2=Vdc, �2=0, and �=� /2, can change the situation. For a
dispersionless conductor, the bias current Idc=G ·Vdc will be
modulated by the superimposed ac excitation through the
conductance G�G0+�G /�V ·dV=G0+�G /�V ·V1 sin��1t�
in the small-signal limit, where the ac response is perfectly
linear. The second term, the modulation conductance
G1=Vdc�G /�V, modulates the “dc” current such that the to-
tal differential conductance is 1 /Rac=G0+G1 instead of the
zero-order conductance G0= Idc /Vdc alone in linear conduc-
tors. These are exact relationships for dispersionless conduc-
tors but represent a good approximation if the dispersion is
weak, e.g., in the case of the ER fluid, the 1 /Rac deviates
from its quasistatic limit less than 10% below 1 Hz �Fig.
1�a��. In the presence of strong frequency dependences, one
may reasonably assume that the 1 /Rac can still be decom-
posed as the sum of a conductance G1 associated with the
modulated Idc and a zero-order conductance G0 associated
with the differential carrier mobility at � and Vdc, i.e., that of
an equivalent linear system. The corresponding G0 and G1
values, however, may be different. To highlight the underly-
ing physics, we will first present the model with an explicit
correlation between the negative capacitance and the nonlin-
earity G1=Vdc�G /�V. A modified, more practical, G1 will
then be proposed for analyzing actual experimental data, in-
cluding situations in which noticeable dispersions exist.

It is interesting to note that any plasmalike dispersion in
the conductance channel, including the modulation conduc-
tance, results in an additional off-phase plasma term in the ac
current. Many known modulated currents, in particular, are
retarded against the applied voltage, e.g., through the
minority-carrier migration across the depletion layer or delay
due to poisoning �contamination� of electrodes. Such re-
tarded current enhancements, however, are exactly the same
ac response of an inductor �or a capacitor with C	0�
but the associated time-scale � is no longer the carrier
relaxation time. Mathematically, this is equivalent to adding
a complex phase factor, i.e., modifying the real Vdc

�G
�V into a

complex differential admittance A1= �A1�e−i���� with its real
part Re�A1�=Vdc

�G
�V ��. The net capacitance C, which is the

sum of a geometric capacitance C0 and a modulation
capacitance C1=−Vdc

�G
�V ��

tan���
� , can be negative if

Vdc
�G
�V ��
C0� / tan����0. In other words, the nonlinearity

and the dc bias combine to provide an additional term to the
ac current, which quite often lags behind the voltage. This
retarded current is manifested as a negative contribution to
the capacitance. A negative capacitance appears when this
contribution becomes dominant. The requirements of this
mechanism are very general. However, a host of microscopic
phenomena can produce the above-mentioned effects, thus,

FIG. 1. �Color online� �a� The conductance of an ER cell under
various dc biases. 0 V ���, 50 V ���, 100 V ���, 200 V ���, 350
V ���, 500 V ���. �b� The capacitances of an ER cell. �c� The
conductance minimums in the low-� region. A0=0.9�1 /Rmax�Vdc� is
a baseline subtracted for clarity.
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explaining the wide array of materials that exhibit NC.
To be quantitative, one still needs to reformulate it such

that C1 can be directly deduced from the measured modu-
lated conductance G1=Re�A1�=Vdc

�G
�V ��. We write the fre-

quency dependence explicitly as, G1=Vdc
�G
�V ��=0F����, where

F���� is the real part of a complex function describing the
dispersion of the nonlinearity. Fortunately, the complex re-
sponse A1 is an analytical �holomorphic� function of �, i.e.,
fully differentiable against �,35 in most practical cases. Thus,
the corresponding contribution to the capacitance,
C1=Vdc

�G
�V ��=0F���� /�, can be deduced from G1 by solving

the Cauchy-Riemann equations for F����.35 This is the most
general representation of the mechanism. The relationship
between G1 and the NC can be seen more clearly for the case
of a plasmalike relaxation.20 In such a case, the modulation
conductance is G1=Vdc

�G
�V ��=0

1
1+����2 . The contribution

to the capacitance associated with this conductance is
C1=−Vdc

�G
�V ��=0

�

1+����2 . With �G
�V ��=0�0, such a term will

yield a negative contribution to the capacitance, and as is
often the case, become dominant at low frequencies. It is
clear that, in order to calculate this effect on the capacitance,
one only needs knowledge of the material’s nonlinearity.

Dispersion may shift the G1 value from its quasistatic
limit of Vdc

�G
�V ��→0. As stated above, NC is often found in

nonlinear materials, but, to our knowledge, there have been
no reports of low-frequency NC in linear systems.31,32 It
stands to reason that any plasmalike dispersion would reside
in G1 rather than G0, the equivalent linear system. Further-
more, at low frequencies, most common dispersions, such as
UDR or polarization relaxations, are relatively minor. This is
clear, for example, in the ER fluid below 1 Hz. Without
inducing much error, therefore, we can conveniently set
G0= Idc /Vdc. In this way, G1=1 /Rac− Idc /Vdc. The associated
NC, therefore, can be straightforwardly deduced from ex-
perimentally measurable parameters, 1 /Rac and Idc. This al-
gebra, it should be pointed out, has an additional advantage
of a lower noise floor since numerical calculation of the de-
rivative G1=Vdc

�G
�V involves many data subsets at different dc

biases. The low-� conductivity of the ER fluid is highly
sensitive to changes in room temperature and, particularly,
rearrangement of nanoparticles while under bias. Low-
frequency measurements at various biases take several weeks
to complete. During this period, such effects contribute to
conductance drifts which interfere with direct calculation of
�G
�V . This algebra, therefore, significantly suppresses the ef-
fects of the drifts at low frequencies by involving only the
concurrently measured Rac and Idc. In the ER fluid, far above
�s, the strong UDR-like dispersion makes the situation com-
plicated. G0 can no longer to be assumed to be dispersionless
over such frequency range. Fortunately, the nonlinearity is
rather weak there. A G0��0

VdcdV� /Rac�V� ,�� /Vdc, which is
exact in linear systems, is adopted. The consequences of
such an approximation should be rather small since the nega-
tive capacitance is only marginally dependent on the G1 val-
ues at high frequencies.

The nonlinearity, Vdc
�G
�V ��, of the ER fluid at 50 V �Fig.

2�a�� was deduced by the method described above for fre-
quencies below 0.1 Hz �open circles� and by numerical inte-
gration above 10 Hz �open triangles�. The nonlinearity was

then fit with three relaxation-time constants, i.e., as
�i=1. . .3

ai

�1+�f/f i�2� with ai and f i as fitting parameters. Three fits
were used: one for the averaged data �central line�, two as the
upper and lower boundaries of the data �outer lines�. The
predicted Cac���=�i=1. . .3

ai

�1+�f/f i�2�f i
+5�10−10 is represented

in Fig. 2�b�, where the constant 5�10−10 represent the
high-� geometric capacitance. The agreement is reasonably
good, especially considering the dynamic range of Cac.

It should be emphasized that this is not a mathematical fit
for the measured capacitances. The fit is only for the “pas-
sive” modulation conductance. Analycity constrains the C���
only with 1 /Rac. Aside from the mechanism under discus-
sion, there should be no other mathematical correlation be-
tween the nonlinearity and the capacitance. This is clear from
the data above 100 Hz. The negligibly small nonlinearity
leads only to the UDR-like capacitance enhancement despite
the strong 1 /Rac dispersion there. This good prediction,
therefore, verifies the mechanism, in our opinion.

It is interesting to note �as discussed above� that almost all
reported “negative capacitance” involve: dc bias, superlinear

FIG. 2. �Color online� �a� The deduced modulation conductance
�nonlinearity� of an ER fluid at Vdc=50 V. The symbols are the
measured data and the lines are the fits with three superimposed
plasmalike relaxations. The lines represent the best fit and the upper
and lower boundaries. The data scattering is much larger than the
repeatability of the measured 1 /Rac due to the cancellation of 1

Rac���
and

Idc

Vdc
. This �15% uncertainty, fortunately, still allows a reason-

able prediction due to the broad dynamic range of the C. �b� The
capacitance under the same conditions. The symbols are the data.
The lines are the predictions from the model using the nonlinearity
deduced from Fig. 2�a�.
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I-V characteristics and significant dispersion. The proposed
“passive” mechanism, therefore, should contribute to the
NC, in principle. Whether it is the dominant one, however,
needs detailed verification. Unfortunately, the information
available in the literature is limited, thus prohibiting a quan-
titative reanalysis in most cases. Such reanalysis, neverthe-
less, has been done in a few instances. The data for a
�H2 /H2+2% CO� proton exchange membrane fuel cell23 are
shown in Fig. 3. The differential conductance and capaci-
tance �various symbols� were taken from the Fig. 6 of Ref.
23, and G0 at 0.125 Hz from integrating the data of the Fig.
9. Two excitations were used to fit the deduced nonlinearity
�various lines in Fig. 3�a��. The predicated NC agrees with
the data reasonably well considering the limited data re-
ported. The physical/chemical processes of fuel cells and ER
fluids are very different. However, both exhibit NC which
can be described by the model. Similar agreement was found
in solar-cell data reported in Ref. 22. It appears, therefore,
that the mechanism is rather a general one.

C. Relationship between NC and the dielectric constant

One of the key issues concerning the negative capacitance
is whether it can be associated with a negative dielectric
constant. Almost all previous publications carefully use the
term “negative capacitance” and avoid connecting it with a
dielectric constant. This is understandable when referring to
devices such as diodes, where the NC originates at an inter-

face within the device or an electrode, as is the case in the
previously mentioned fuel cell.23 However, when NC is due
to bulk processes, the use of a dielectric constant becomes
appropriate. In the simplest case of a homogeneous medium,
the dielectric constant � is defined in the Maxwell equations
as the ratio of the “external” charge-density �ext and the total
charge-density �tot in � · ��E�=4��ext and � ·E=4��tot. To
apply these to a highly conductive medium, however, may
not be straightforward. A similar question, fortunately, has
been well addressed for classical free-carrier plasmas.36 It is
claimed in Ref. 36 that the 1� defined in the admittance,
� · j= ��+ i�1��� ·E, of a conducting medium should be ex-
actly the same as the dielectric constant � in the Maxwell
equation ��+ i���� ·E=4��ext in the � domain. The au-
thors of Ref. 36 further demonstrated that this equality
should hold regardless the possible dispersions and medium
anisotropy as long as the Fourier transformation is permitted.
Strict linearity and Fourier transformation, however, are usu-
ally not a problem in the differential sense even if the overall
I-V characteristic is nonlinear. In such a situation the differ-
ential capacitance would be associated with a differential di-
electric constant. To determine whether the NC in a particu-
lar case represents a negative-differential dielectric constant,
therefore, one merely needs to exclude interface phenomena.
According to the above model, the dominant NC mechanism
should be the same one controlling G1, e.g., which bears
most of the voltage drop. All known electrode potentials,
however, are �5 V, so nonlinear resistance across the elec-
trode interfaces is unlikely to significantly influence the ER
cells. Indeed, the same NC data are observed using elec-
trodes of various metal electrodes such as, Cu, Au, Ni, Pt as
well as indium tin oxide. However, in order to be conclusive,
a direct comparison was made. The standard method of de-
tecting the presence of dominant interfacial processes is to
measure the impedance of samples possessing different
thicknesses.37 If the impedance is dominated by bulk pro-
cesses, it should scale with sample thickness.38 However, an
impedance dominated by interfacial effects should be unaf-
fected by a change in thickness. Thus, two, almost identical
cells, A and B, were created with the sole difference being
the distance, dA and dB, between the electrodes. High-
frequency capacitance measurements indicate that the gap of
cell B is approximately 1.8 times of that of cell A, where
dA�0.1 mm. It should be noted that the NC depends on the
dc bias so strongly, e.g., with a rate of 3–6 % /V for both its
low-� value and its onset frequency around Vdc=50 V for
cell A �Fig. 1�, that it offers a good probe. If the NC is
controlled by electrode reactions, then one would expect that
the ratio

CB

CA
equals to one if both cells are under the same

bias, where CA and CB are the low-� limits of NC for cells A
and B, respectively. However, if the nonlinearity originates
in the bulk, the ratio

CB·dB

CA·dA
will be equal to one only if the

electric fields are the same in the two cells. In mixed cases,
not only is such a match impossible under the above condi-
tions but the � dependency will also be distorted. For ex-
ample, the ratio

CB

CA
will equal to �

dA

dB
�2, if the NC is controlled

by the electrode reactions but the largest voltage drop occurs
across the ER bulk. Cell B was, therefore, measured under
various biases U and compared with the cell A data at 50 V.

FIG. 3. �Color online� �a� The deduced modulation conductance
�nonlinearity� of a H2 /2% CO+H2 PEM fuel cell �Ref. 23�. The
symbols are the measured data. �: at 0.372 V, �: at 0.528 V, and
�: at 0.62 V. The respective lines are the fits with two superim-
posed plasmalike relaxations. �b� The capacitances under the same
conditions. The symbols are the data. The lines are the predictions
from the model.
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The
CB

CA
is only 0.09 with U=50 V �Fig. 4�a��, i.e., ten times

lower than that expected for the electrode effects. The inter-
polated

CB·dB

CA·dA
=1.2 at U=90 V �Fig. 4�a��, on the other hand,

is in rough agreement with that expected from the bulk ef-
fects. The C��� of cell B at a slightly higher U=100 V, in
addition, is almost the same as that of cell A. The data of the
two cells at the same dc bias, however, are very different.
The data, therefore, demonstrate that the NC observed here is
a bulk phenomenon. Thus, the ER fluid is linear in the small
signal limit and has an off-phase current that originates in the
bulk of the fluid. Therefore, it is natural to associate the
resulting capacitance, positive or negative, with a differential
dielectric constant.

It is interesting to consider whether this bulk phenomenon
can offer any insight about a NSDC. This has been a long
debated and puzzling topic. A material possessing NSDC, for
example, will allow for carriers of like charge to be mutually
attracted. It has also been proposed that the transition tem-
perature of the phonon-mediated superconductors can be
much higher than 20–30 K only if NSDC is permitted.39

Whether NSDC is permitted and actually exists in a real
material, however, is debatable. The situation on the theoret-
ical side, fortunately, is much clearer now. The early doubt of
whether the causality and lattice instability will fundamen-
tally prohibit NSDC is largely settled.39,40 The experimental
verification, however, is far from satisfactory.

With the concept of a NSDC in mind, we have extended
our measurement range to very low frequencies in order to

study the static limit of the fluid’s dielectric constant, albeit
in the differential sense. The issue that needs to be addressed
is whether the dielectric constant observed down to 10−5 Hz
can be extrapolated to the static limit, which is, in principle,
unreachable experimentally within a finite measurement pe-
riod. Under the above mechanism, however, the negative ca-
pacitance is the result of the nonlinearity in the conductance
channel. While the exact microscopic mechanism respon-
sible for this nonlinearity may change from one case to an-
other, there is little reason to expect such nonlinearity can be
drastically and totally suppressed over 0	�	10−4. If the
1 /Rac change in the ER cells were the result of the E-induced
pressure between adjacent particles, for example, there is no
clear reason why it cannot be kept at the static limit. This
“passive” mechanism, therefore, offers a way to realize a
negative static differential dielectric constant. The nonlinear-
ity model and the ER-fluid data discussed above, hopefully,
may open avenues into the investigations of NSDC and its
possible applications.

III. CONCLUSIONS

In summary, a mechanism is proposed to describe the ori-
gin of the negative capacitance in the fluid. It states that a
negative capacitance should appear while �a� a dc bias is
superimposed; �b� the I-V characteristic is superlinear; and
�c� relaxations are associated with the nonlinearity. The NC
results from an off phase component of the current which
arises due to the combination of the dc bias and the nonlin-
earity. The applicability of the mechanism is quite general,
and it is suggested to be valid for a wide range of NCs
observed across a variety of materials. The abstract nature of
NC can hinder investigations of these materials. However, in
light of the mechanism, questions about the origin of NC in
a particular material are now equivalent to asking why the
material is dispersive and nonlinear. Dispersion and nonlin-
earity are much more tangible, as well as accessible, than NC
itself. Thus, the mechanism provides a significant simplifica-
tion to the original problem. Furthermore, dispersion and
nonlinearity can be attained through many microscopic pro-
cesses. The early puzzle of the many physically distinct ma-
terials having similar manifestations of NC is, therefore, ex-
plained by the mechanism. Under certain conditions, like
those associated with the ER fluid, the low-frequency nega-
tive capacitances due to such a mechanism can be associated
with a negative static differential dielectric constant.
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FIG. 4. �Color online� �a� The ratios
CB·dB

CA·dA
��� and

CB

CA
��� at 2

mHz. The dc bias voltages are 50 V and U for the cells A and B,
respectively. �b� The C of cell A at 50 V ���, cell B at U=50 V ���
and 100 V ���.
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