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Influence of electronic effects on the surface erosion of tungsten
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Tungsten is a strong contender for a plasma-facing material in future fusion power plant designs, and the
material of choice for the divertor of ITER, due to its high melting point, thermal conductivity, and resistance
to sputtering erosion. Sputtering erosion is a major concern for plasma-facing materials because sputtered
atoms could enter the plasma and result in cooling. Atomistic modeling, using molecular dynamics, has
previously been successful in identifying fundamental mechanisms of surface damage caused by ion bombard-
ment. The damage has been found to be particularly sensitive to the rate of energy dissipation but energy
transport is not well described in classical molecular dynamics simulations of metals. We present a method-
ology for including a realistic description of electronic energy absorption, transport, and redistribution in
molecular dynamics simulations of self sputtering. The results for three different 5 keV self-sputtering events
are presented for four distinct thermal transport models. The results demonstrate the sensitivity of surface
damage to the model used to describe the electronic thermal transport.
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I. INTRODUCTION

Tungsten (W) has been proposed as a candidate material
for plasma-facing components in fusion reactors'? due to its
high melting point, thermal conductivity, and resistance to
sputtering erosion by hydrogen bombardment. Sputtering
erosion is particularly important for plasma-facing materials
because the sputtered atoms may enter the plasma and the
subsequent ionization results in plasma cooling. The sput-
tered atoms may also be redeposited on the surface and it has
been suggested that the surface erosion due to the redeposi-
tion of sputtered W atoms may be orders of magnitude
higher than the erosion due to hydrogen bombardment.?

Simulation plays a key role in the assessment of materials
for fusion applications due to the difficulty and expense of
recreating reactor conditions experimentally. The bombard-
ment of a surface by ions in the keV energy range can be
studied using classical molecular dynamics (MD)
simulations.*~” The use of this technique in studying the mi-
croscopic phenomena underlying radiation damage has a
long and successful history. In particular, Ghaly et al.> have
identified three surface-damage mechanisms: ballistic dam-
age, viscous flow, and microexplosions caused by particle
bombardment. Each mechanism gives distinct surface fea-
tures. The mechanism that dominates for a particular sputter-
ing event depends on the properties of the material (melting
temperature, density) and the properties of the bombarding
atom (mass, energy, and position and angle of impact). De-
tailed simulations have demonstrated that the size of the cra-
ter produced by viscous flow scales as the inverse of the
product of the cohesive energy and the melting temperature.’
Bringa et al.” demonstrated that the lifetime of the thermal
spike plays a critical role in the volume of the surface crater
created by bombardment.

The lifetime of the thermal spike produced by high-
energy particle bombardment depends on the rate at which
the excess energy is dissipated. Conventional MD does not
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give an accurate representation of the energy dissipation in
metals because it does not include the role of electrons in
energy transport. Energetic atoms, moving in solids, lose a
significant proportion of their energy to inelastic collisions
with electrons. This energy loss has been included in sput-
tering simulations as a friction term>!® to represent the
Lindhard model of electronic stopping. The accuracy of the
friction term in describing the inelastic energy loss has been
validated using time-dependent density-functional theory!!
as well as tight-binding'?'3 simulations. The energy loss to
the electrons results in an excited electronic distribution,
which thermalizes rapidly due to electron-electron collisions.
The electronic temperature evolution, following a sputtering
event, has been modeled by Duvenbeck et al.'*'> by a nu-
merical solution of the heat-transport equation for the
electrons.

Previous simulations of sputtering have not included the
effects of the excited electrons on the dynamics of the atoms.
There is, in fact, a two-way exchange of energy between the
electrons and the atoms, as hot electrons feed energy back to
the lattice via electron-phonon coupling. This energy ex-
change was formalized in the two-temperature model
(2TM).'® Lattice and electronic temperature evolutions may
then be described by a set of coupled thermal transport equa-
tions. Extensions to the 2TM have been developed in which
the atomic lattice is treated explicitly using MD.!”"?3 Such
approaches can be generally termed 2TM-MD techniques.
The electrons are incorporated into the simulations as a ther-
mal medium that exchanges energy with the atomic degrees
of freedom. This medium can store and conduct energy
through the system and redistribute energy to the lattice. The
strength of the coupling between the electronic medium and
the atomic degrees of freedom, and thus the rate of energy
exchange between the lattice and electronic subsystems, is
dictated by the electron-phonon coupling parameter. The
method has been used to model damage cascades in Fe (Ref.
22) and damage tracks created by swift heavy ion
irradiation.?
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In this paper we extend the methodology for including the
absorption, storage, transport, and redistribution of energy by
the electronic subsystem, developed for cascades, to sputter-
ing simulations. We present results of 5 keV self-sputtering
simulations in tungsten. It has been noted that the thermal
spike lifetime, and thus the rate of energy dissipation, is an
important parameter in determining the extent of the surface
damage. An accurate representation of the electronic energy
transport and redistribution is, therefore, essential for a real-
istic model of the surface damage resulting from bombard-
ment. We compare the results obtained from four different
models for the electronic energy transport, ranging from a
model in which the role of the electrons is neglected to one
in which the electronic thermal parameters have a strong
dependence on the electronic and lattice temperatures. The
model which neglects the electronic effects simulates the
bombardment using conventional constant energy (NVE)
MD simulations of an isolated system. The models which
include electronic effects employ a 2TM-MD methodology.
In the most complete treatment, the thermal properties of the
electrons are incorporated using an electron-temperature-
dependent electronic specific-heat capacity, and a lattice- and
electron-temperature-dependent electronic thermal conduc-
tivity. A simpler model employs a constant electron thermal
conductivity. Finally, the simplest model represents the elec-
trons as a perfect heat bath at a constant temperature, by
using a constant temperature (NVT) MD simulation method.

II. METHOD

A. Representation of the W surface

To model a W surface, we used the Finnis-Sinclair inter-
atomic potential developed by Derlet et al.>* For high-energy
collisions, the short-range behavior of this potential has been
modified by Bjorkas et al.>> Simulations were performed on
a cubic cell consisting of 265 302 atoms using a modified
version of the DL_POLY code.?"?® Periodic boundary condi-
tions were imposed in two directions but not in the third
producing two surfaces oriented in the (001) direction. The
system was initially relaxed at constant pressure and tem-
perature of 1 atm and 300 K, respectively. The relaxed cell
dimensions were 161.4 X 161.4X 164.8 A. The average lat-
tice parameter in the z direction is 2% higher than the bulk,
as a result of the finite size of the cell and the free boundary
conditions in that dimension. The simulation cell is suffi-
ciently large that we may assume the free boundary at the
bottom does not affect the damage observed on the bom-
barded surface at the impact energy used. The dimensions
are also sufficient to ensure that the periodic boundary con-
ditions do not interfere with the damage created by the bom-
bardment.

B. Modes of bombardment

For a given surface, the self-sputtering behavior depends
sensitively on the impact energy, angle, and the impact posi-
tion of the projectile on the surface. Particular angles and
impact points promote channelling of the projectile, allowing
it to penetrate deep into the solid. The resulting damage is
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spread over a relatively large volume within the solid. If, on
the other hand, the projectile particle has a direct collision
with an atom at or near the surface, a large proportion of the
impact energy may remain near to the surface, resulting in
more surface damage or sputtering erosion.

This study is not meant as a complete survey of the vari-
ous modes of sputtering in tungsten but is meant to elucidate
the role of energy transport through conduction electrons in
the resulting damage. Three different impact scenarios at 5
keV were studied. In each case, the projectile was initially
located about 5 A above the surface. In scenarios 1 and 2
the projectile is fired toward the surface at an angle of 20° to
the normal. In scenario 3 the projectile velocity is perpen-
dicular to the surface. The position of the projectile at impact
with the surface for each case is different. The impact points
were close to (a/4,a/4) for scenarios 1 and 3, and (0,a/2)
for scenario 2, where the origin coincides with a surface
atom and a is the lattice parameter. The perpendicular bom-
bardment and particular impact point of scenario 3 lead to
significant channelling of the projectile through nearly the
full depth of the simulation cell. In scenarios 1 and 2 the
impact energy remains more localized near the surface, but
the behavior of the two scenarios is different due to the dif-
ferent impact points. These three scenarios represent differ-
ent modes of bombardment in which energy is localized near
the surface (1 and 2) or spreads over a significant volume
within the solid (scenario 3).

C. Inclusion of thermal electronic effects
1. 2TM-MD method

The methodology used for the inclusion of thermal elec-
tronic effects in classical MD simulations is detailed in Refs.
21-23. The method involves partitioning the atomistic simu-
lation cell into coarse grained cells within which an elec-
tronic temperature 7, and a lattice temperature 7 are defined.
These cells constitute a grid of 9 X9 X9 cells each of which
have approximately cubic dimensions of 19 A, and each
containing approximately 360 atoms. At a given time ¢, the
lattice temperature 7; within a cell labeled # is obtained from
the kinetic energy of the atoms within that cell.

Nn
m
T,,(t) = 2 1
0= 2 (n

where the sum over i runs over all N, atoms in cell n, v; is
the velocity of atom i, kg is Boltzmann’s constant, and m is
the atomic mass.

At each MD time step, energy is exchanged between the
electronic heat bath and the lattice subsystem, which is rep-
resented by the atoms of the MD simulation. The energy
exchange is implemented using a Langevin dynamics for-
malism, whereby a friction force removes energy from the
atomic system, and a random force inserts energy. The fric-
tion constant y determines the time scale on which energy is
exchanged between the two subsystems 7=1/v. This is re-
lated to the electron-phonon coupling parameter g=vycy,
where ¢, is the specific heat of the lattice ¢;=3kgp (p is the
number density of atoms).
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The loss of energy from the atomic subsystem in a time
interval dt due to atoms within cell n is

Nﬂ
dUloss,n = E mW?dt- (2)

i=1

This is related to the lattice temperature in cell n given in Eq.

(1)
dU]oss,n = 3NnkBTl,n ydt. (3)

The total gain in energy due to collisions with electrons de-
pends on the local electronic temperature T, , in cell n, and is
approximately given by

dUguin,n = 3NnkBTe’n’)/dt. (4)

There is an additional stochastic term which has been ne-
glected in Eq. (4). This term becomes small when the num-
ber of atoms is large, and there are sufficient atoms in each
temperature cell, that this correction may be neglected. The
net energy change per unit volume for atoms in cell n de-
pends on the local temperature difference

dun = g(Te,n - Tl,n)dt~ (5)

Energy conservation between the two subsystems is achieved
by assuring that in each cell energy gained/lost by the lattice
subsystem is lost/gained by the electronic subsystem. This
requires the energy exchange in Eq. (5) to be accounted for
in the dynamics of the electron temperature 7,. In between
subsequent MD time steps, a thermal diffusion equation is
evolved to update the local electronic temperature 7, in each
cell. The equation for the electronic temperature is

aT,

Ce (9:=VKEVTe+g(Tl_Te)’ (6)
where c, is the electronic specific heat, k, is the electron
thermal conductivity, and 7, and 7T, depend on position and
time. The first term on the RHS describes heat diffusion
through the electrons, and depends on variations in the elec-
tron temperature 7, between cells. The last term, involving
the electron-phonon coupling parameter g, accounts for local
energy exchange between the lattice and the electrons.

The thermophysical parameters generally depend on tem-
perature, making Eq. (6) a nonlinear partial differential equa-
tion. We use the electronic specific heat ¢,(T,) for W calcu-
lated by Lin et al.*’ The electron thermal conductivity «,
generally depends on 7, and 7). A formula for «,(T,,T)) is
given in the appendix. Calculations were performed with this
form of «, as well as a constant value «,, for comparison.

The molecular dynamics simulations performed here were
evolved using a short time step of dty;,=0.1 fs. The thermal
diffusion equation for 7, was integrated numerically in be-
tween each MD time step using a fully explicit integration
scheme. It was found that a time step of dt;p=dty;p/2 had to
be used to evolve the thermal-conduction equation accu-
rately. This means that the thermal diffusion equation was
evolved by two time steps for each time step of the MD
simulation, with the lattice temperature 7; remaining un-
changed during these steps.
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The method described here amounts to coupling the atoms
to a heat bath representing the electrons. This heat bath has a
finite heat capacity and the temperature, which is defined
within electron temperature cells, varies in space and time.
At the start of each simulation, the electrons are assumed to
be at equilibrium with the lattice, so the electronic tempera-
ture 7, is initialized to 300 K everywhere.

2. Boundary conditions

Ideally the simulated system would have only one surface
and have bulklike dimensions in the remaining directions.
Due to computational restrictions, the MD cell is microscopi-
cally small, having approximate cubic dimensions of !
~160 A. It possesses a second surface as well as periodic
boundaries in the x and y directions.

The typical simulation time will be about 10 ps, which is
sufficient time for the system to re-equilibrate following a
bombardment event. Within the metal, heat diffuses over
large distances quickly through the conduction electrons so
heat loss beyond the simulation cell will have to be consid-
ered. The lattice component of thermal conductivity is very
low so heat loss out of the finite simulation cell through
lattice thermal conduction is negligible for the relevant time
scales, and we can focus on heat loss through the electronic
subsystem. The processes that would allow heat loss through
the electrons from the top boundary are also too slow to be
relevant for the time scales considered, so the boundary con-
dition imposed on T, at the top surface (located at z=0) is
insulating

aT,
9z z=0

=0. (7)

Heat transferred to the electrons in the vicinity of the bom-
barded region at the surface is transported to the boundary of
the atomistic simulation cell within a few tens of femtosec-
onds. Using a value for the electronic diffusivity «, of
116 AZfs™! (correct for W at 1000 K), the time taken for
heat to diffuse to the edge of the atomistic simulation cell is
approximately 1>/4a,=56 fs.

In order to transport heat away from the atomistic cell
realistically, we extend the electronic subsystem beyond the
atomic simulation cell in five directions, i.e., with exception
of the direction from which the genuine surface is bom-
barded (see Fig. 1). This represents heat transport through
the surrounding material. In the extended regions, the lattice
temperature 7, is assumed to equal the electron temperature
T,, so there is no further energy exchange between the two
subsystems.

Ideally the electronic subsystem would be extended suffi-
ciently so that boundary conditions are irrelevant for the du-
ration of the simulation. Alternatively, a Green’s function
approach for the open boundaries' could be used to repre-
sent heat flow beyond a certain distance. However, in order
to keep the numerical integration of the diffusion equation
computationally inexpensive, the electronic subsystem is
only extended by about 370 A beyond the edge of the simu-
lation cell. The extended electronic temperature cell has ap-
proximately cubic dimensions of L~900 A, and comprises
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MD simulation cell
real surface

/

extended electron-
temperature cell

FIG. 1. Schematic showing the MD simulation cell embedded in
an extended electron temperature cell. The top surface is the desired
“real” surface. A circle indicates the region exposed to bombard-
ment. The MD cell is roughly cubic with a length of 161 A. The
extended electron temperature cell has dimensions of approximately
900 A.

50X 50X 50 subcells, of which only 9X9X9 overlap with
the MD simulation cell in which 7; is defined. Assuming a
diffusivity of a~ 116 m? K~!, the time taken for heat to
traverse the extended cell from the middle of the exposed
surface is about L?/4a,~ 1.2 ps.

In order to assess whether this extension is sufficiently
large, so that the boundary conditions on the extended elec-
tron temperature cell are of no consequence to the results, we
compared two simulations in which different boundary con-
ditions were used at the extended boundaries. In the first
simulation, the electronic temperature at the five extended
boundaries was fixed to 7,,=300 K, allowing heat to leave
the system at the extended boundaries

T(*=L/2,y,z,t) =T, (x, £ L/2,7,t) = T,(x,y,— L,t) = T .
8)

In the second simulation, insulating boundary conditions
were used at the five extended boundaries

aT,
ox

aT, T,

=0. )

z=-L

x=*L/2 dy

y=x12 02

In both cases the insulating boundary condition (7) was ap-
plied to the real surface at z=0. The maximum electronic
temperature within the system was monitored and it was
found that the electron temperatures in the two simulations
start to differ after about 1 ps. As expected, the fully insu-
lated system maintains a higher maximum temperature than
the system with fixed temperature boundary conditions, from
which heat can escape out of the five extended boundaries.
The difference between the two maximum electron tempera-
tures is small, however, and only reaches approximately 25
K after 10 ps. For this reason, the dimensions of the extended
electron subsystem are regarded as being sufficiently large
for the effect of the extended boundaries on 7, to be small.
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The fixed boundary conditions [Eq. (8)] together with Eq. (7)
were applied in all simulations for which the 2TM-MD
method was used.

D. Comparison between simulation methods

The aim of this work is to assess the influence of elec-
tronic effects on the damage caused by surface bombard-
ment. Each of the three bombardment scenarios is simulated
using four different methods.

In the first method, which we denote by NVE, electronic
effects are neglected altogether. The system is simulated
within the microcanonical ensemble, which means energy
does not enter or leave the atomic subsystem. All of the
bombardment energy remains inside the atomistic simulation
cell.

In the next two methods, electronic effects are included
using the 2TM-MD method described above to describe en-
ergy exchange between the lattice and electron subsystems.
Two distinct 2TM-MD approaches are compared in order to
assess sensitivity of the results to the electronic thermal pa-
rameters. In the first, which we denote by 2TM-MD-const, a
constant electronic thermal conductivity Ke
=146 W m™' K~ is used to describe thermal conduction
through the electrons. This value corresponds to the experi-
mental thermal conductivity of W at 500 K. A more refined
representation of the thermal properties of the electrons is
used in 2TM-MD-var, where a variable «,(T,,T;) is used, as
given in the appendix. It should be noted that in both
2TM-MD approaches, the electronic specific heat c,(T,) is
temperature dependent, so that the electronic diffusivity is
temperature dependent in both models.

In the fourth approach, denoted by NVT, the electronic
system is represented in a simplified manner as an ideal heat
bath, by employing a Langevin thermostat with a bath tem-
perature of 300 K everywhere in the simulation cell. This
perfect heat bath may be viewed as taking the electronic
subsystem to have an infinite heat capacity or an infinite
thermal conductivity, preventing an elevation of the electron
temperature.

All cases in which energy is exchanged with the elec-
tronic subsystem (2TM-MD-const, 2TM-MD-var, and NVT),
employ the same electron-phonon coupling constant g=7.0
%X 107 W m= K~! which falls within the range 1-10
X 10" W m™ K~! deduced from pulsed laser experiments
by Fujimoto et al.?® This coupling constant corresponds to an
inverse time scale of y=0.27 ps~!' for the Langevin equa-
tion. In terms of the electron heat bath, the location of the top
surface was assumed to be fixed at z=0. This means that
coupling to the heat bath (in 2TM-MD-const, 2TM-MD-var,
and NVT) via friction and stochastic forces only occurs for
atoms below this rigidly defined surface. Atoms above z=0
move freely under Newton’s equations of motion.

III. RESULTS

A. Extent and distribution of damage caused by
bombardment

The results obtained here are from 12 separate simulations
consisting of bombardment scenarios 1, 2, and 3 simulated
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FIG. 2. (Color online) Thick lines: number of vacancies Ny. Thin lines: number of sputtered particles N, produced as a function of time

t during bombardment simulations.

using four methods: NVE, NVT, and 2TM-MD methods with
constant and variable «,.

The damage caused in the material as a result of bombard-
ment is defined in terms of the defects formed. These are
identified by comparing the atomic configuration to the ini-
tially equilibrated lattice configuration. Sites from which at-
oms have been displaced by more than 1 A are considered
vacancies. The displaced atoms constitute: sputtered atoms if

they reach a height of 10 A or more above the surface, in-
terstitials if they are deeper than the first atomic layer of the
surface, and adatoms which sit on top of the surface.

The thick lines in Fig. 2 show the evolution of the total
number of vacancies against time for each simulation. Upon
impact by the projectile a large number of defects are formed
initially, most of which are subsequently repaired as the sys-
tem relaxes. The remaining damage is the residual damage. It

TABLE I. Summary of damage caused by bombardments. Total number of vacancies Ny, vacancies in the
surface layer Ny, (as a proportion of all vacancies in brackets), Ny sputtering yield, N, adatoms, and N,
interstitials (Ng, Ny, N as a proportion of the total number of displaced atoms in brackets).

Simulation Ny Ny, Ny Ny N;
Scenario 1

NVE 114 37 (0.32) 21 (0.18) 90 (0.78) 4 (0.04)
NVT 76 26 (0.34) 12 (0.16) 55 (0.71) 10 (0.13)
2TM-MD-const 81 29 (0.36) 23 (0.28) 52 (0.63) 7 (0.09)
2TM-MD-var 64 29 (0.45) 13 (0.2) 40 (0.62) 12 (0.19)
Scenario 2

NVE 64 18 (0.28) 12 (0.19) 51 (0.79) 2 (0.03)
NVT 44 19 (0.43) 11 (0.24) 24 (0.53) 10 (0.22)
2TM-MD-const 55 16 (0.29) 5 (0.09) 46 (0.82) 5 (0.09)
2TM-MD-var 49 15 (0.31) 9 (0.18) 36 (0.72) 5 (0.10)
Scenario 3

NVE 43 7 (0.16) 5 (0.11) 9 (0.21) 30 (0.68)
NVT 33 9 (0.27) 3 (0.09) 11 (0.32) 20 (0.59)
2TM-MD-const 42 11 (0.26) 3 (0.07) 12 (0.28) 28 (0.65)
2TM-MD-var 38 9 (0.24) 3 (0.08) 12 (0.31) 24 (0.62)
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can be seen that results for the various impact scenarios dif-
fer significantly as well as the results using different simula-
tion methods for the same scenario. In bombardment sce-
narios 1 and 2, the total number of defects formed initially is
clearly highest for the NVE method in which all of the en-
ergy remains in the simulation cell, however, this extra en-
ergy also allows for significant repair of the damage through
annealing, so that the residual damage relative to the maxi-
mal damage is relatively small. In scenario 3, in which the
projectile channels deep into the material, less defects are
initially formed with the NVE method. This is because, out
of the four methods, this is the only one that does not involve
a friction force acting on the atoms in the solid. This allows
the projectile to channel further into the solid before trans-
mitting energy to other atoms through collisions.

The thinner lines in Fig. 2 show the sputtering yield N,
defined as the number of particles reaching a height of 10 A
above the surface, as a function of time. Scenario 1 results in
the most sputtering followed by scenario 2 and then scenario
3. Within each scenario, the NVE method generally gives
rise to the most sputtering.

Table I summarizes the residual damage remaining at the
end of each simulation. The damage is quantified in terms of
the total number of vacancies Ny, vacancies in the first
atomic layer Ny, sputtered atoms Ng, adatoms Ny, and inter-
stitial atoms N; found at the end of each simulation.

The various simulation methods differ in the way in
which heat is stored and transported throughout the system.
It is interesting to find out not only how this affects the total

amount of damage in terms of the number of defects but also
the nature of this damage as characterized by the spatial dis-
tribution of defects. In particular we are interested in surface
damage. This consists of isolated vacancies at the surface,
larger craters, and adatoms. The most severe kind of surface
damage consists of craters. These are defined as clusters of
vacancies that are connected to the surface. A vacancy cluster
is defined as a group of vacancies that are within one lattice
parameter of each other.

Figure 3 shows defects identified at the end of each simu-
lation. The bombarded surface is the horizontal plane that is
demarcated by the last row of vacancies. A visual inspection
reveals that the surface damage is different in each case.
Bombardment scenario 1 produces deep craters whereas
bombardment scenario 2 forms smaller, shallower craters.
Bombardment scenario 3 results in little surface damage but
defects are created along a track that extends almost to the
bottom of the slab in a direction perpendicular to the surface.

The characteristics of damage, produced in the various
simulations that can be seen in Fig. 3, are quantified using
several different metrics in Table II. The first column lists all
vacancy clusters found in terms of their size. In most cases,
the largest cluster is connected to the surface and constitutes
the main crater. This is quantified by Ny, the size of the
main crater in atomic volumes. Ny, is the number of vacan-
cies in the main crater that are located in the plane of the first
atomic layer. This is a measure of the size of the opening of
the crater at the surface. Such metrics give information not
only about the size of the largest crater, but also the depth of
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TABLE II. Description of the distribution of vacancies. The first column lists clusters in terms of their size (multiple clusters of the same
size are indicated using “number X size” notation). Ny, number of vacancies constituting the main crater (defined in text). Ny ¢, is the
number of vacancies in the crater that are in the first atomic layer (i.e., size of the opening of crater). Vy, is the volume per vacancy obtained

from the ellipsoidal analysis method (explained in the text).

V

Simulation Clust. Nyc Nyc! Ny Nyics Nyses! Ny (Ag)
Scenario 1

NVE (93,3,2) 93 0.82 31 0.33 7.9
NVT (44,4,2X2) 44 0.58 15 0.34 22.8
2TM-MD-const (53,4,3,3X2) 53 0.65 21 0.4 11.4
2TM-MD-var (34,7,2) 34 0.53 23 0.68 27.1
Scenario 2

NVE (13,8,5.4, 13 0.2 8 0.62 23.0

2X3,6X2)

NVT (15,3,2) 15 0.34 11 0.73 52.7
2TM-MD-const (16,11,3X2) 11 0.2 4 0.36 36.6
2TM-MD-var (21,3,6X2) 24 0.04 2 1.0 27.7
Scenario 3

NVE (9,4,3,2X2) 9 0.21 4 0.44 168.5
NVT (10,2) 10 0.3 5 0.5 191.0
2TM-MD-const (4,3,4%2) 3b 0.07 3 1.0 213.0
2TM-MD-var (10,3,4%X2) 10 0.26 5 0.5 94.4

“No craters, but three vacancy dimers on the surface.
PNo craters, but one trimer of vacancies at the surface.

the damage. It is clear that scenario 1 produces the largest
craters, with the largest being produced by the NVE simula-
tion method. This is consistent with the viscous flow
mechanism.”> The 2TM-MD-var method gives rise to the
smallest crater, which is also proportionately the shallowest
one (i.e., with the largest proportion of the constituting va-
cancies at the surface). Scenario 2 produces small craters
with a high percentage of the vacancies on the surface layer.
The tracklike defect distribution of scenario 3 resembles that
of a linear cascade.

Finally we use the ellipsoidal analysis of Hou?® to char-
acterize the overall spread of vacancies. This method pro-
duces an ellipsoid whose dimensions are determined by the
standard deviation of vacancies from the mean vacancy po-
sition along three principal directions. Vy, is the volume (in
cubic Angstroms) of the ellipsoid characterizing the residual
vacancies, divided by the total number of residual vacancies.
Vy is a measure of the spread of the vacancies. In scenarios 1
and 2, Vy, is clearly smaller for the NVE simulations than the
rest. One explanation for this may be that the additional heat
available to the system (as no heat leaves the system) allows
for more annealing of defects, leading to more vacancy clus-
tering. The NVT simulations lead to more diffuse vacancy
distributions as the system cools rapidly and defects are
quenched in position. The two 2TM-MD methods show dif-
ferent behaviors of Vy, in each case. The ellipsoid volumes
for scenario 3 are generally large as the projectile penetrates
deep into the simulation cell producing a trail of defects

along its track. Since atoms in the 2TM-MD-const, 2TM-
MD-var, and NVT methods experience friction (energy loss
to the electron subsystem), the range of the projectile is
somewhat lower in these cases, making the comparison to
the NVE simulations unfair. Nevertheless it can be seen that
the NVE method gives rise to compact distributions of va-
cancies compared to the other three methods. The 2TM-MD-
var method, involving the temperature-dependent electronic
thermal conductivity model, appears to give compact distri-
butions in scenarios 2 and 3 and a diffuse distribution in
scenario 1.

B. Electron and lattice temperatures

The four simulation methods differ in terms of how heat
is dissipated through the system, and this affects the extent to
which the initial damage is quenched. Figure 4 shows the
lattice temperature near the top of the MD simulation cell
against time, for bombardment scenario 2, simulated using
all four methods. This temperature is calculated using the
average kinetic energy for atoms located in the top layer of
temperature cells. It is seen that the temperatures are highest
for the NVE simulations, in which heat remains in the atomic
system while the system cools down using the other three
methods. Lattice temperature profiles, along the z direction,
at t=2 ps are shown in Fig. 5. Temperatures are generally
highest for NVE simulations, and lowest for NVT simula-
tions (in which a homogeneous thermostat at 7=300 K is
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Bombardment Scenario 2
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FIG. 4. (Color online) Average lattice temperature in the top
layer of temperature cells against time for scenario 2 using all four
methods. The inset shows the cells from which this lattice tempera-
ture is obtained.

used). In Fig. 5 it can be seen that after 2 ps most of the heat
in bombardment scenarios 1 and 2 is located near the surface
of the simulation cell. The average surface temperature is
higher for scenario 2 than for scenario 1 and this may be
responsible for the shallow craters created in this scenario.
For bombardment scenario 3 the energy of the projectile is
deposited deeper inside the metal. The effect of the friction
force for simulations using the 2TM-MD-const, 2TM-MD-
var, and NVT methods is evident in the figure for bombard-
ment scenario 3, as the majority of heat deposition occurs
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closer to the surface for these than in the NVE simulation.

Atoms simulated using the NVT method are subjected to
a conventional thermostat at 300 K at all times. The 2TM-
MD-const and 2TM-MD-var methods involve thermostatting
atoms according to the local electronic temperature 7,, which
depends on position and time. Differences between method
2TM-MD-const, in which a constant electron thermal con-
ductivity x,y=146 W m~' K~ (appropriate for 500 K) is
used to evolve T,, and method 2TM-MD-var, in which the
variable «,(T,,T;) given in the appendix is used, are more
easily seen in the electronic temperature 7,. Figure 6 con-
trasts the maximum electron temperature in the simulation
cell against time for both methods for the case of scenario 2.
At early times, the maximum 7, is higher for method 2TM-
MD-var than 2TM-MD-const. At later times, when the sys-
tem cools down, temperatures are higher for method 2TM-
MD-const as ,(T,,T)) > K, at low temperatures. Profiles of
the electronic temperature near the bombarded surface at ¢
=0.2 ps are shown in Fig. 7. At these early times, a short
time after the projectile impacts the surface, the profiles for
method 2TM-MD-var are generally more peaked. Method
2TM-MD-var gives rise to higher temperatures in the hot
regions, and lower temperatures in the cooler regions, com-
pared with 2TM-MD-const.

It should be noted that the effect of electron-phonon cou-
pling on atomic motion manifests itself after a relatively long
time. The time scale is dictated by 7=1/y=c,/ g, which takes
a value of 3.7 ps in these simulations. However, plots in Figs.
2 and 4 indicate that differences in the number of defects
formed and the lattice temperature start to emerge after 0.5
ps or even earlier.

Bombardment Scenario 3

2500

2000}
Z 1500}
<

1000}

500

NVE ——— 2TM-MD-—const =============

NVT —————— 2TM-MD-var

FIG. 5. (Color online) Lattice temperature profiles at t=2 ps. The profiles, 7/(0,0,z,7=2 ps), correspond to the lattice temperatures
within the central column of temperature cells indicated in the inset. The surface is located at z=0. In scenario 3, the maximum temperature
occurs near the bottom end of the simulation cell for the NVE method, and at a shallower depth for the other three methods, as the friction
experienced by the projectile in these methods decreases the range it travels through the metal before depositing most of its energy.
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Bombardment Scenario 1
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2TM-MD-var
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FIG. 6. (Color online) Maximum electron temperature 7, in the
simulation cell against time, for simulations of bombardment sce-
nario 1, employing the two distinct 2TM-MD methods. Method
2TM-MD-const is based on fixed electron thermal conductivity
Ko0=146 W m~! K~!. Method 2TM-MD-var uses the temperature-
dependent version «,(T,,T;) given in the appendix.

IV. CONCLUSION

We have developed a hybrid electronic thermal diffusion
MD method for sputtering simulations that includes the ef-
fect of energy loss due to electronic stopping and redistribu-
tion by electron-phonon coupling. The method was used to
model 5 keV self-sputtering of tungsten. The broad structural
features of the damaged surface structure were found to be
very sensitive to the direction and point of impact of the
bombarding atom. The detailed features of the damaged sur-
face were found to be sensitive to model used to dissipate the
excess energy of fast-moving atoms. Constant energy simu-
lations (NVE) generally created the most damage due to the
higher temperatures reached. This showed up as larger cra-
ters for bombardment scenarios in which the energy is local-
ized close to the surface. The bombardment that resulted in
channelling deep into the sample showed less variation in
damage between the four thermal models explored.

Simulations in which energy was dissipated by coupling
to the electronic system, to represent the electronic thermal
conductivity of the metal, appeared to show some sensitivity
to the model used for the electronic thermal properties. The
variations were small, however, and may not be statistically
significant. Nevertheless, the simulations in which the elec-
tronic energy was stored and fed back into the lattice (2TM-
MD-const and 2TM-MD-var) displayed an enhanced ten-
dency for vacancy clustering in the subsurface region, which
is consistent with the slower lattice cooling, thus enhanced
annealing, associated with this method as compared to the
NVT method in which energy is dissipated into a perfect heat
bath.

These results show that the characteristics of damage
caused by sputtering such as vacancy distributions and crater
morphology depend on how heat is transported around the
system, and are sensitive to the model used for electronic
thermal transport. These findings have implications for com-
parisons between experimentally observed sputtering dam-
age and molecular dynamics simulation results. Vacancy ra-
dial distribution functions and measures, quantifying vacan-
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FIG. 7. (Color online) Electron temperature profiles at 7
=0.2 ps using methods 2TM-MD-const (dotted line) and 2TM-
MD-var (full line). The profiles, T,(x,0,0,:=0.2 ps), are taken
from a row of cells near the top of the simulation cell, as shown in
the inset. Only electron temperature cells overlapping the MD simu-
lation cell are shown here. Method 2TM-MD-const is based on
fixed electron thermal conductivity x, =146 W m~' K=!. Method
2TM-MD-var uses the temperature-dependent version «,(T,,T;)
given in the appendix.

cy clustering used in Ref. 10 to compare MD simulations to
field-ion microscopy studies, are likely to be influenced by
the use of a 2TM-MD method to incorporate electronic heat
transport into the MD simulations. From our results it is clear
that simulations in which electronic thermal transport is in-
cluded within some approximation give substantially differ-
ent results to simulations in which it is neglected altogether.
Further simulations are required to make more quantitative
comparisons between the vacancy distributions produced
with the various methods, and allow comparisons to experi-
mental observations.

The simulations were carried out for tungsten because of
the interest in this metal as a plasma-facing material. Tung-
sten has a high electronic thermal conductivity, and conse-
quently a low electron-phonon coupling constant, therefore,
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electronic effects are expected to be relatively small. Other
metals (e.g., Ti, Nb, V, and Fe) have lower thermal conduc-
tivity and higher electron-phonon coupling,*” both of which
would strongly enhance the effects discussed in this paper.
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APPENDIX: ELECTRONIC THERMAL
CONDUCTIVITY OF W

A commonly used expression for the electronic thermal
conductivity of a metal under nonequilibrium conditions
(when T, # T)) is'>17:18

1

1 2
Kk (T, T) = gce(Te)va’

(A1)
where c, is the electronic specific heat, vy is the Fermi ve-
locity of the electrons, and 7, and 7 are the electron and
lattice temperatures, respectively. The denominator expresses
the frequency of collisions 1/ 7, suffered by conduction elec-
trons as a result of electron-electron and electron-phonon
collision frequencies 1/7,, and 1/7,,, which depend on Ti
and T7, respectively

P>

1 1 1

—_—y —

Te Tee  Tep

(A2)

Values for the coefficients a and b exist in the literature, for
example, for gold a=12x10" K2?s! and b=1.23
X 10" K~'s71.1® For nickel a=14x10% K2s7! and b
=1.624x 10" K~!s71.1% For copper a=1.75%x107 K2 s7!
and h=1.98 X 10'" K= s71.17

Since values of a and b for W are not available, we obtain
them here by fitting to experimental values of the thermal
conductivity of tungsten k,,. The data, taken from Ref. 31,
consist of the thermal conductivity at different temperatures
T. Only the higher temperature range from 300 up to 2000 K
of the data was used for fitting. The experiments are assumed
to take place under equilibrium conditions 7,=7,=T. In prin-
ciple .y, consists of the lattice and electron contributions to
thermal conductivity k; and k,. Since «; is generally on the
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T(K)

FIG. 8. (Color online) Plot of 1/«, against 7. The points are
experimental data for 1/ k., from Ref. 31 multiplied by ¢, from
Ref. 27 at the appropriate temperature. The line is a fit to AT?
+BT.

order of 1-10 W m~! K=! in metals,? it makes up only a
few percent of the measured thermal conductivity Ky, SO we
can assume Koy, = K,.

To proceed with fitting, we first divide the experimental
values for k,(T) by the corresponding values of ¢,(T) from
Ref. 27, to obtain the electronic diffusivity a,=«,/c,. Ac-
cording to Eq. (A1), the reciprocal of this should be

1 2
— = AT? + BT,
ae

(A3)

where A=3a/v,2E and B=3b/v%. Fitting the data points to Eq.
(A3), we obtained values of A=4.02X 10 s m~2 K> and
B=0.460 s m~2 K~!. Figure 8 shows a plot of the data points
used together with the fitting result. To see how the values
obtained compare with other metals, we take rough estimate
of the Fermi velocity vy=10° ms™ to get a=1.34
X108 sT' K2 and b=1.53 % 10'! s' K~!. At 300 K, these
values correspond to collision times 7,,~20 fs and 7,
~80 fs.

It should be noted that «, is obtained from A and B di-
rectly, and this value of v is being used for comparative
purposes only and not for the calculations requiring &, them-
selves. The expression used in the calculations is

c(T,)

: Ad
AT? + BT, (Aa4)

Ke(Te’ Tl) =
In summary, we have used experimental thermal conductiv-
ity data, which are obtained under near-equilibrium condi-
tions T,=T;, to obtain parameters for an expression k, suit-
able to nonequilibrium conditions.
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