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The nonlinear optical response of self-assembled quantum dots to cw driving is analyzed via numerical
simulations of a spatially resolved rate equation model. The saturation is shown to follow a behavior in
between the one for a dominantly, homogeneously, and inhomogeneously broadened medium. Self-lensing is
suggested to probe the refractive-index nonlinearities and to open a complementary way of characterizing
phase-amplitude coupling �� factor� in quantum-dots samples. For conservative assumptions on current
samples the minimum focal length is predicted to be �1.7 mm for an input beam with 15 �m radius at a
detuning of 1.1 inhomogeneous linewidths from gain center.
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I. INTRODUCTION

Semiconductor quantum dots �QD� are finding consider-
able interest for laser, amplifier, and quantum information
devices �for a recent overview of the field see, e.g., the con-
tributions in the special issues in Refs. 1 and 2�. The three-
dimensional quantum confinement leads to a “quasiatomic”
behavior with a delta-function-like density of states resulting
in many realized or anticipated benefits such as low thresh-
old currents, low-temperature sensitivity, and low phase-
amplitude coupling. QD size and density can be used in ad-
dition to composition to tailor emission wavelengths and
other operation characteristics. For example, the 1.3 �m
telecommunication band can be reached using the beneficial
GaAs material system.

The use of QDs in fast semiconductor saturable absorp-
tion mirrors3 and for ultrafast gain recovery in semiconduc-
tor optical amplifiers �SOAs� sparked interest in the transient
nonlinear optical properties of QD,4–6 i.e., under pulsed ex-
citation. As a specific phenomenon in nonlinear beam propa-
gation in two-level systems, self-induced transparency was
demonstrated at cryogenic temperatures.7 Studies on steady-
state nonlinear characteristics concentrated on low cryogenic
temperatures and single dots due to the relevance for quan-
tum information devices, e.g,8,9 though some work was done
also on QD SOAs at room temperature.5,10–12

We are interested in spatial solitons in the regime of dif-
fraction compensation by self-focusing13 and in particular, in
spatial cavity solitons �CS�, i.e., self-confined solitary states
in cw-driven nonlinear cavities �see Refs. 14–16 for a re-
view�. CS are bistable and have “mobility,” i.e., are easily
being steered around within the device aperture. Hence, they
are attractive for all-optical processing applications.14,17,18

Though CS should exist for self-focusing, absorptive, and
even self-defocusing situations, the self-focusing case ap-
pears to be the most robust by far.17,19 Hence the quasiatomic
character of the QD susceptibility is beneficial because a
self-focusing or self-defocusing situation can be realized by
simply changing the detuning whereas a bulk or quantum-
well semiconductor is always self-defocusing under absorp-
tive and self-focusing under amplifying conditions. Recent

papers address self-organization and cavity solitons in non-
linear resonators based on QD.20,21 Obviously, this enhanced
flexibility of QD might be not only beneficial for solitons but
also for nonlinear optics in general.

A convenient way to characterize the nonlinear refractive
index is measuring the lensing incurred by a spatially vary-
ing input beam by the z-scan technique22 or variants thereof,
as done, e.g., for atomic vapors.23 Measuring the self-lensing
provides also an alternative approach to the important prob-
lem of characterizing phase-amplitude coupling in QD.24,25

Due to their symmetric and atomlike gain spectrum, QD
should have zero phase-amplitude coupling or linewidth en-
hancement factor �or � factor26� at gain maximum and hence
a reduced tendency to instabilities compared to quantum-
well and bulk devices. Indeed, a reduced � factor and a
reduced tendency to beam filamentation was observed in
many QD samples, at least under some operating
conditions.27–30 Characterizing self-lensing will give a direct
indication of the tendency of the system to filamentation.

In this paper, we are hence addressing the room tempera-
ture, cw nonlinear optics of QDs. Because of the strong cou-
pling of QDs to the semiconductor matrix they are incorpo-
rated in, QDs are more complex than “simple” atoms and we
are adopting a model including QD and wetting-layer �WL�
dynamics with the basic coupling mechanisms using phe-
nomenological rate constants. Another complication comes
from the fact that QD spectra correspond to a “Voigt” profile
where neither the homogeneous nor the inhomogeneous
broadening is strongly dominating. Hence, we will mainly
rely on numerical simulations. It turns out that indeed the
saturation behavior is in between the expectations for the two
limiting cases.

II. THEORETICAL MODEL

Following Refs. 20 and 21 we are modeling the ensemble
of QD absorbers as a collection of inhomogeneously broad-
ened two-level systems characterized by a homogeneous
linewidth �p peaked around a frequency �a with coupling to
a WL. Carriers in the excited states of the QD �Refs. 11 and

PHYSICAL REVIEW B 80, 035314 �2009�

1098-0121/2009/80�3�/035314�6� ©2009 The American Physical Society035314-1

http://dx.doi.org/10.1103/PhysRevB.80.035314


12� are not explicitly taken into account but it is assumed
that WL and excited states constitute a common reservoir for
the QD ground-state population.10 Due to the large separa-
tion between the lifetimes of the carriers in the QD ground
state �100 ps–2 ns� and the fast coupling between the other
states to the ground state �100 to some ps�12,31 the details of
this coupling are not very important for the properties of the
cw state, if probing and pumping are done at the same fre-
quency. Hence, we will use “QD population” synonymous to
“QD ground-state population” and “WL population” synony-
mous to “WL and excited QD state population” The contri-
bution of each quantum-dot size class is accounted for by a
statistical weight

G��i,�� =
1

����/�p�
exp�− ��i −

�p

�
��2� , �1�

where �0 is the frequency of the light field interacting with
the QD, �i= ��a

c −�0� /� is its normalized detuning from the
QD population line center, �= ��a−�0� /�p is the single dot
detuning from resonance and �p and � are the homogeneous
and inhomogeneous broadening parameters.

The equations of motion for the electron and hole popu-
lation in the QD, ne, nh, and in the WL, Ne and Nh, are for
driving with linearly polarized light

�ne,h

�t
= − ��ne,h +

�E�2

1 + �2 �ne + nh − 	�

� BheNWL
h ne�	 − nh� 
 BehNWL

e nh�	 − ne�

+ �esc
e,hne,h − �cap

e,h NWL
e,h �	 − ne,h�� , �2�

�NWL
e,h

�t
= − �WL�− � + NWL

e,h − �esc
e,h	 ne,hG��i,��d�

− �cap
e,h NWL

e,h	 �	 − ne,h�G��i,��d��

 BheNWL

h 	 ne�	 − nh�G��i,��d�

� BehNWL
e 	 nh�	 − ne�G��i,��d� . �3�

Here � and �nr
WL denote the decay rates of carriers in the QD

and the WL, respectively. E represents the optical-field
strength, � the injection current, 	=2 the level degeneracy
for the two opposite spins. All parameters are suitably
scaled.20,21 The equation for the carrier populations need to
be solved for the different size classes, i.e, ne,h=ne,h���. We
use 61 classes in our code. We do not consider coupling
between QDs due to diffusion in the WL because the effec-
tive diffusion length is not larger than 1 �m �Ref. 32� and
we are interested in structures on a larger scale. The terms in
the second line of Eq. �2� and the third and last lines of Eq.
�3� represent Auger processes coupling the carrier popula-
tions in WL and QD. The other coupling processes present in
Eqs. �2� and �3� are thermally activated escape from the QD
to the WL and the capture of carriers from the WL into the

QD. When we account for the energy-level spreading of dots,
the capture �esc and the escape coefficients �esc can be
phrased as20,21

�esc = �̄esc exp�−
�

�p
�i�exp��� , �4�

�cap = �̄cap exp� �

�p
�i�exp�− �� , �5�

with =��p /kbT �kbT thermal energy�.
The imaginary and real part of the normalized suscepti-

bility describing the strength of light-matter interaction are

Im��I� = −	 1

1 + �2 �ne + nh − 	�G��i,��d� , �6�

Re��I� = −	 �

1 + �2 �ne + nh − 	�G��i,��d� . �7�

Here, for �energetically� deeply buried QDs, we neglected
possibly contributions from the WL states and high-level QD
states11,25 in order to elucidate the principles in a first treat-
ment.

Calculations can be performed for the �two-dimensional�
case of a surface-emitting geometry or for a �quasi-one-
dimensional� edge emitter. We concentrate on the latter be-
cause of the smallness of the optical density in a surface
emitter. Then, Eqs. �2� and �3� are solved numerically for a
cw Gaussian input beam E�x�=E0�exp�−x2 /wx

2� on a nu-
merical grid with 64 space point and a beam waist wx of 15
points. Due to the thinness of the active zone in the fast
direction �y�, E�x� can be taken as the peak value of the
field profile of the fundamental mode of the waveguide
in the fast direction �with radius wy� with the form
E�x ,y�=E�x��exp�−y2 /wy

2�. Note that we do not consider
any build-in waveguide in the x direction. The resulting
spatial distributions ne�x� and nh�x� are then used to calculate
the spatial distribution of the susceptibility by Eqs. �6� and
�7�.

In order to make a connection to experiments, the scaled
units need to be related to real ones. The unscaled suscepti-
bility is

���i,ne,nh� = ��2NQDNl

��0�pd
��I��i,ne,nh� , �8�

from which the absorption coefficient for the intensity can be
obtained as

�I��i,ne,nh� =
�0

nbc
Im ���i,ne,nh� . �9�

Here, NQD is the sheet density of QD, Nl is the number of
QD layers, d is the total thickness of the active zone, and �
is the dipole-matrix element. In the experiment, one is not
measuring the absorption coefficient directly but transmis-
sion. Typically, the latter will be integrated over the beam in
addition
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T =	 exp
− �trans�I�x�La�� 2

�
�1/2 1

wx
exp�− 2x2

wx
2 �dx ,

�10�

where La is the length of the sample and �trans is the confine-
ment factor for an edge-emitting structure.

Analogously, the refractive index can be determined from
the real part of the scaled susceptibility as

n = ��n0 Re �I, �11�

where ��n0 is equal to

��n0 =
�2

2nb��0�p
�trans

NQDNl

d
. �12�

Since the input beam is spatially varying, also the refractive
index is. Around the beam center, the variation is necessarily
parabolic. According to Ref. 33 the radius of curvature ac-
quired by a wave propagating a distance La in a medium is
given by

1

R�r�
=

1

r

�

�r
n�r�La. �13�

From that we can identify an effective focal power

1

f
�x� = −

1

x

�

�x
n�x�La, �14�

=− ��n0La�1

x

�

�x
Re �I�x�� . �15�

If the refractive-index distribution would be a pure parabola,
the focal power would be constant over the whole beam, thus
implying an aberration-free equivalent lens. In reality, this is
obviously not the case because the pumping Gaussian has an
inflection point. Nevertheless the parabola is often a good
approximation in beam center where most of the beam en-
ergy is. This was studied in detail in atomic vapors23 and we
will discuss it for the QD below. In any case, the curvature
will give a quantitative indicator for the strength of beam
shaping even if the lens is not perfect. The focusing can be
experimentally detected by a change in the beamwidth in far
field34 or at some distance after the medium23 �similar as in
z-scan techniques22�. In this first treatment, we will confine
to a thin lens to demonstrate the principles. For a quantitative
description of a real experiment it might be necessary to
include absorption and nonlinear beam reshaping during
propagation.

We are choosing parameters typical for InGa QD emitting
in the 1.3 �m region at room temperature.5,12,31,35,36 We as-
sume the following set of parameters in normalized units:
Beh,he=200, �cap=500, �esc

e =0.01, �esc
h =100, �nr

WL=0.15 and
a time unit of 11.7 ps. This translates to a rate of �1/160 fs�
for the capture and Auger processes coupling the WL to the
QD in agreement with measurements for the refilling of the
QD ground state from WL and excited states.12,31

Other parameters are5,36,37 NQD=5�1010 cm−2 QD sheet
density, Nl=10, d=10�3.9�10−8 m, �0=1.45�1015 s−1,
�=1.3 �m, =0.02, La=1 mm, �p=7.1�1012 s−1, and

� /�p=4, corresponding to an inhomogeneous broadening
of about 40 nm. A dipole-matrix element of
�=1.23�10−28 Cm corresponding to a radiative lifetime of
1 /�1=0.5 ns results then in a small-signal modal absorption
coefficient in line center 
Eq. �9� for ne=nh=0 and
�trans=0.094� of ��0,I=26 /cm. Since reported small-signal
modal-gain values for these structure are between about 19–
24/cm in the 1250–1290 nm range31,36 with small-signal ab-
sorption being about 30–100 % larger than the small-signal
gain,31 this is a conservative estimate.

III. RESULTS OF NUMERICAL SIMULATIONS
AND DISCUSSION

Figure 1 displays the gain, respectively, absorption coef-
ficient obtained from Eq. �10� in dependence of the input
intensity for different detunings. For all curves, it starts at the
small-signal value and then drops to the vacuum value of
zero due to the generation of carriers and the resulting
bleaching. Obviously, the small-signal absorption/gain is
highest at �i=0 and decreases for increasing modulus of
detuning. The intensity where saturation becomes apparent
seems to increase with increasing modulus of detuning.

Since the ratio of � /�p=4 refers to a Voigt-profile situa-
tion where neither homogeneous nor inhomogeneous broad-
ening are clearly dominating, we fit the dependence of the
gain coefficient on intensity with different models that de-
scribe saturable absorption in the case of two-level systems
with inhomogeneous, �I=�0,I /��1+E2 / Isat� and homoge-
neous, �I=�0,I / �1+E2 / Isat�, broadening.38 The latter proves
to fit best the simulation. We show in the inset of Fig. 1, Isat
vs �i as extrapolated from the above formula. The saturation
intensity is minimal at �i=0 and is slightly different for the
gain �E2=6.83� and the absorption case �E2=2.99�. It
strongly increases in both cases for increasing modulus of
the detuning whereas it should be constant in the strongly
inhomogeneous limit.38
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FIG. 1. �Color online� Modal-gain coefficient as a function of
the normalized intensity in the center of the Gaussian input beam
for different values of the detuning in the absorption �circles� and
gain regimes �squares�. Detuning increases from bottom to top
curve for absorption case �lower part of the figure� and from top to
bottom for gain case �upper part of the figure�. The inset shows the
saturation power as function of the detuning in both cases.
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For an experimental situation with wx=15 �m and
wy =0.5 �m, E2=1 corresponds to a power of 2.1 mW.
Hence the minimum value of the saturation power is 3 mW
in the absorption case and 6.8 mW in the gain case. If instead
of �=0.15 �or 78 ps lifetime�, the purely radiative lifetime is
considered, the corresponding values are about a factor of 10
lower and easily accessible experimentally.

Figure 2 shows the spatial profile of the real part of the
susceptibility imposed by the Gaussian-pumping profile for
low, intermediate, and high peak intensity. For low intensity
it follows roughly the Gaussian-intensity distribution of the
input beam �“Kerr limit”� whereas at high intensities there is
a broad plateau in beam center because the beam has suffi-
cient intensity to saturate the sample even in the beam wings.
At beam center, the variation is parabolic leading to lensing.

Figure 3 shows how the lens power change as function of
input intensity for different detunings in the �a� absorption
case as well as in the �b� gain case. Apart from the �i�0
case �discussed separately below�, the focal power increases
from zero with increasing intensity, reaches a peak at an
intermediate intensity and decreases again if the intensity is
increased further. The sign of the lensing depends on the sign
of detuning and whether the sample is absorbing or provid-
ing gain, as expected. The maximum lens effect occurs at
�i=1.1 and E2=9 �P=19 mW�. The focal power is maxi-

mum at an intermediate input power a few times higher than
the saturation power. The intensity needed to obtain maxi-
mum lens power increases for increasing modulus of detun-
ing. This is probably due to the fact that the saturation inten-
sity increases with detuning and the maximum effect is
found for the same saturation condition.

The fact that the maximum focal power is obtained at
intermediate input intensity can be explained by looking at
Fig. 2. For low intensity the curvature follows the curvature
of the input profile 
“Kerr limit,” �n�x���E�2�x�� but the
total effect is low because the excursion from the back-
ground refractive index is small �note that the curve is blown
up by a factor of 10�. For high intensity, the excursion is
large 
Re��I� becomes nearly zero� but the total focal power
is again low because the curvature is strongly reduced. This
is due to the fact that saturation is effective over a large area
at high intensities. The case of intermediate intensity is in
between; on the one hand the excursion is of reasonable size,
about half the maximal effect, on the other hand the curva-
ture is still quite close to the one of the input beam. Both is
characteristic for intensity levels around the saturation inten-
sity, i.e., for the onset of saturation and hence the total effect
is maximal. Similar characteristics were found for atomic
vapors.23 Here, in the homogeneously broadened case, it can
be demonstrated analytically that maximum focal power is
found at the saturation power.23

The lensing effect is minimal at �i=0. Indeed, in a purely
two-level system no effect at all is expected for �i=0 be-
cause the contributions of blue and red detuned size classes
cancel. It is the thermally induced coupling to the WL �de-
scribed by the parameter � which breaks that symmetry.

IV. EXPERIMENTAL OBSERVABILITY

In the peak, the predicted lensing effect is actually quite
substantial, �fmin��1.7 mm, in a sense, because the focal
length reaches the length of the medium �assumed to be
La=1 mm�, i.e., the point where the approximation by a thin
lens becomes questionable. These values were calculated as-
suming an input-beam radius of wx=15 �m chosen because
it would be conveniently to work with experimentally and
being somewhat larger than typical fundamental mode sizes
in edge-emitting lasers, i.e., in a range where filamentation
phenomena might occur. The size of cavity solitons is also in
that range 
about 10 �m �Refs. 14 and 39��.

Nevertheless, it turns out that an experimental confirma-
tion is not straightforward. The modification of the input
beam by the lensing of the sample can be detected by either
measuring the on-axis amplitude �being proportional to the
square of the new beam waist of the transmitted beam, wx�

2�
or the beam width in far field ��1 /wx�

2� �Ref. 34� or, more
sensitively, by measuring the beam size either directly or via
the transmission through a pinhole at some suitable chosen
distance after the medium as it is done in usual z-scan
techniques.22 Replacing the medium by a thin lens of focal
length f , the size of the new beam waist wx� can be calculated
by ABCD-matrix theory as

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4

Space (x/w
0
)

R
e

(χ
I)

E = 0.1

E = 3

E = 40

X 10

FIG. 2. �Color online� Spatial profile of the real part of the
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wx� = wx
1

1 +
�wx

4

�2f2

. �16�

For an input-beam waist of wx=15 �m and a thin lens with
f �1.7 mm, the new beam waist is wx=14.3 �m at a dis-
tance of 0.16 mm. This rather small change in beam is quite
difficult to detect. Equation �16� says that the effect becomes
more pronounced if the initial beam radius is increased �at
constant f�, being substantial if the Rayleigh length of the
input beam zr=�wx

2 /� is on the order of f . In reality, how-
ever, the focal-length scales such as f �wx

2, since, as dis-
cussed for Fig. 2, the curvature of the susceptibility profile
follows the curvature of the input beam in first approxima-
tion for not too strong saturation �see Ref. 23 for an analyti-
cal treatment�. Hence, actually the strength of the detected
signal cannot be influenced by choice of the input-beam size.

However, due to the approximately quadratic dependence
of the new beam waist on ratio of wx

2 / f , the situation rapidly
improves with increasing focal power. For example, a
change in size by 20%, which should be experimentally de-
tectable, is reached already for a focal power of about
1000/m, i.e., only about two times the maximum value re-
ported in Fig. 3.

Since it appears that the numbers are somewhat at the
edge, it is useful to discuss the influence of other uncertain-
ties, e.g., the exact nature of the relaxation processes be-
tween the QD and WL states. First, we changed the ratio
between the electron and hole escape from 10−4 to 10−2 and
1. For detuned excitation ��i=1.1�, the effect on Re��I� is
negligible and about 22% on Im��I�. At resonance ��i=0�,
the values are 19% on Re��I� and 6% on Im��I�. Switching
the Auger processes completely off, on resonance the change
in Im��I� is 21% and 60% for Re��I� �but the total value is
very small as discussed above�. For �i=1.1, the change is
64% for Im��I� and 7% for Re��I�.

Figure 4 shows how real and imaginary part of the linear
susceptibility change as function of detuning for different

ratios between homogeneous and inhomogeneous broaden-
ing. Since the linear susceptibility defines the maximum
value of the nonlinear index change, this provides a good
guidance on the maximum effect to be expected. Choosing a
ratio of � /�p=10 instead of 4 decreases the maximum of the
real part of the susceptibility by a factor of 2.1. For a ratio of
� /�p=1, it is a factor-of-2 higher. Hence, at constant �p, one
can expect to benefit from improved growth with a reduced
inhomogeneous broadening.40,41 Note that increasing �p at
constant � is not beneficial because the increase in the scaled
susceptibility is sublinear �cf. Fig. 4� and is overcompensated
by the dependence of the proportionality factor between
scaled and unscaled susceptibility on �p, see Eq. �8�. We
conclude that though uncertainties in the relaxation constants
will influence the measurements quantitatively, our overall
conclusion that the lensing is at the edge of being detectable
is not changed.

Finally, the carrier lifetime in the QD was assumed be 78
ps, much smaller than the radiative lifetime of 500 ps. This
was done on the one hand to be on the conservative side with
respect to the possible influence of defect-induced recombi-
nation and on the other hand to reduce the computational
load, which is rather high due to the separation of time scales
between scattering processes between WL and QS and car-
rier lifetime in QD and due to the fact that the carrier density
needs to be spectrally and spatially resolved in our case. We
did some test runs using a lifetime of 0.5 ns which yield an
increase of 10% in saturation and negligible effect in lensing.
Note that the influence of the lifetime on the scaling of the
saturation power can be treated exactly without additional
calculations �as discussed above� due the way the equations
are scaled.

V. SUMMARY AND CONCLUSIONS

We calculate the nonlinear optical response of a sample of
self-assembled QD to a cw driving field. It is found that a
saturation model based on inhomogeneous broadening fits
the numerical results but that the saturation power depends
on detuning in contrast to a strongly inhomogeneously
broadened system. This is interpreted to be due to that fact
that QD are in the Voigt-parameter regime between homoge-
neous and inhomogeneous broadening. From the real part of
the susceptibility, the strength of self-lensing is deduced. For
conservative assumptions on QD density and carrier life-
times, the minimum focal length is found to be 1.7 mm for
an input beam with a radius of about 15 �m. This effect is
probably to small to be experimentally detectable but in-
creasing the focal power by a factor of 2 already changes this
conclusions. Due to the uncertainties involved in the param-
eters, observation seems to be feasible or at least—due to the
progress in growth technology40,41—promising in the near
future. Around the gain peak, lensing is found to be negli-
gible which makes this range promising for the operation of
high power lasers with a low tendency to filamentation. Mea-
suring self-lensing might be a convenient way to check out
the absolute and relative strength of phase-amplitude cou-
pling �the � factor� for resonant and off-resonant operation.
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