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We have performed a systematic study of lithium hydride in the warm-dense-matter regime for a density
range from one to four times ambient solid and for temperatures from 2 to 6 eV using both finite-temperature
density-functional theory quantum molecular dynamics �QMD� and orbital-free molecular dynamics �OFMD�
with a focus on dynamical properties such as diffusion and viscosity. The validity of various mixing rules,
especially those utilizing pressure, were checked for composite properties determined from QMD/OFMD
simulations of the pure species against calculations on the fully interacting mixture. These rules produce
pressures within about 10% of the full-mixture values but mutual-diffusion coefficients as different as 50%. We
found very good agreement overall between the QMD, employing a three-electron pseudopotential, and the
OFMD in the local-density approximation, especially at the higher temperatures and densities.
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I. INTRODUCTION

Mixtures span a wide variety of material states from dif-
fuse gases at room temperature to highly compressed fluids
at millions of degrees and play a particularly important role
in the regime of warm dense matter �WDM�. This regime
ranges in temperatures from a few thousand ��1 eV� to a
few million ��100 eV� degrees Kelvin and in densities from
a few hundredths solid ��1021 atoms /cm3� to hundreds of
times compressed solid ��1025 atoms /cm3�. WDM in turn
encompasses a diverse set of environments and phenomena
such as the interiors of exoplanets around distant starts,1,2 the
atmospheres of White Dwarfs,3 the compression phase of an
inertial confinement fusion �ICF� capsule,4 and the plasma
produced in the interaction of an ultrafast, high-intensity la-
ser pulse with a solid.5,6 In the exoplanets, the equation of
state of a mixture of Hydrogen and Helium determines the
distribution in size and structure7,8 while for White Dwarfs,
the same constituents govern the opacity, which forms an
important component in setting the cooling rates and in turn
the efficacy of these objects as astrochronometers. For the
ICF capsules, the mixing of impurities such as plastics, Be-
ryllium, or Copper from the various layers into the
Deuterium/Tritium fuel can have a considerable impact on
the burn efficiency. The laser bombardment of materials as
varied as atomic clusters, nanostructures, and solids together
with intricate diagnostic tools can yield important insights
into the nature of the chemical binding, the melting process,
and the transport of energy. The accuracy of the macroscopic
modeling of these environments rests strongly on a detailed
knowledge of the underlying microscopic properties such as
equation of state �EOS�, diffusion, and opacities.

In a previous paper,9 we selected lithium hydride �LiH� as
a representative system and examined some of the standard
mixing rules with respect to the EOS and optical properties
in the WDM regime. The properties of the full mixture and
the individual pure species derived from quantum molecular-
dynamics �QMD� simulations, which treated the electrons
quantum mechanically through finite-temperature density-

functional theory �FTDFT� and the nuclei classically. The
results agreed with the trends found in studies10–12 of other
mixtures in this regime, mainly, that for the EOS, rules based
on matching the pressures yielded reasonable agreement with
full-mixture simulations. However, although the integrated
opacities showed similar agreement, the frequency-
dependent absorption coefficients displayed large differences
in certain frequency ranges between the composite from the
mixing rules and the complete mixture. These differences
could have important consequences for large-scale radiation-
hydrodynamical simulations. In this paper, we extend these
studies to dynamical properties such as diffusion and viscos-
ity and in addition to the FTDFT, employ an orbital-free
molecular-dynamics �OFMD� approach. In the next section,
we present an overview of the formalism and parameters
employed in the simulations, followed in Sec. III by a pre-
sentation and comparison of results from the various ap-
proaches. Finally, the last section contains a summary of the
findings.

II. FORMALISM

In this section, we present only a brief description of the
basic formalism employed to explore mixtures in the WDM
regime since more comprehensive expositions appear else-
where as indicated in the citations. Two basic quantum-
mechanical density-functional approaches, one based on
Kohn-Sham �KS� and the other on orbital free, form the basis
of our simulations. We also discuss the implementation of
various schemes to determine the dynamical properties such
as diffusion and viscosity. The final part treats the mixing
rules that combine pure-species quantities to form composite
properties.

A. Quantum molecular dynamics

We have performed QMD simulations for LiH using the
Vienna ab initio Simulation Package �VASP�.13–15 In these
simulations, the electrons are treated fully quantum mechani-
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cally by employing a plane-wave FTDFT description. The
electron-ion interaction is represented by a projector-
augmented wave �PAW� pseudopoential. The ions are
evolved classically according the forces from the electron-
density and the ion-ion repulsion. The system was assumed
to be in local thermodynamic equilibrium with the electron
and ion temperatures being equal �Te=Ti�. In our simula-
tions, the electron temperature was fixed in the FTDFT and
the ion temperature was kept constant through simple veloc-
ity rescaling.

At each time step t for a periodically replicated cell of
volume �V� containing Ne active electrons and Ni ions in
fixed spatial positions Rq�t�, we first perform a FTDFT cal-
culation within the KS construction16 to determine a set of
electronic state functions ��i,k�r , t� � i=1,nb� for each k-point
k

HKS�i,k�r,t� = �i,k�i,k�r,t� �1�

with �i,k, the eigenenergy and

HKS = −
1

2
�2 + Vext�r� +� n�r��

�r − r��
dr� + vxc�r� �2�

�in atomic units� with

n�r� = 2�
i

��i,k�r,t��2. �3�

The terms represent, respectively, the kinetic energy; the ex-
ternal or electron-ion interaction, which can include pseudo-
potentials; the Hartree contribution; and the exchange-
correlation potential.

The ions are then advanced with a velocity Verlet algo-
rithm, based on the force from the ions and electronic den-
sity, to obtain a new set of positions and velocities. Repeat-
ing these two steps propagates the system in time yielding a
trajectory consisting of the positions and velocities
�Rq�t� ,Vq�t�� of the ions and a collection of state functions
��i,k�r , t�� for the electrons.

All simulations employed only �-point �k=0� sampling
of the Brillouin Zone and 216 atoms; 108 atoms each of H
and Li in a cubic cell of length L �volume V=L3�. We solve
the KS equations within the generalized gradient approxima-
tion and described the hydrogen-electron interaction by a
PAW with a maximum energy cutoff �Emax� of 400 eV while,
for lithium, we employed both a single-electron �PAW-1e�
and a full-electron �PAW-3e� PAW also with Emax=400 eV.
A sufficient number of bands nb were included so that the
occupation of the highest band was less than 10−3. Trajecto-
ries were generally evolved for 0.25 ps with time steps of 0.5
fs when T=2 eV and time steps of 0.25 fs when T�2 eV
although longer examples were employed as a check.

B. Orbital-free molecular dynamics

We also investigated LiH under the same conditions using
OFMD simulations.17–19 In this scheme, the kinetic energy of
the electrons is treated in a semiclassical approximation. The
semiclassical expansion up to first order of the partition func-
tion of the electrons leads to the well-known Thomas-Fermi

expression,20 the first term in Eq. �4�, which depends only on
the local electronic density in the true spirit of the
Hohenberg-Kohn theorem.21 The second term in the expan-
sion gives the Von Weiszäcker correction to the free energy.
Therefore, the orbital-free electronic free energy reads as

Fe�R,n� =
1

�
� dr	n�r���n� −

2
2

3�2�3/2 I3/2���n��� + Fxc�n�

+
1

2
� � drdr�

n�r�n�r��
�r − r��

+ �
�=1

Na

Z�� dr
n�r�

�r − R��

− �� dr�n�r� − �
�=1

Na

Z� , �4�

where I	 is the Fermi integral of order 	 and � is an implicit
functional of n determined by charge conservation through

�
�=1

Na

Z� =

2

�2�3/2� drI1/2���n�� . �5�

The exchange-correlation term Fxc�n� in Eq. �4� is ex-
pressed in the local-density approximation of Perdew and
Zunger.22 For this study, we omit the Von Weiszäcker correc-
tion and work in a Thomas-Fermi-Dirac �TFD� form using
the formula proposed by Perrot23 to deal with kinetic-
entropic part. The divergence of the electron-nucleus poten-
tial is regularized at each thermodynamic condition through
a procedure that closely follows the production of norm-
conserving pseudopotential for QMD.24 The cutoff radius is
chosen to be 30% of the Wigner-Seitz radius preventing the
overlap of regularization spheres. The number of plane
waves to describe the local electronic density is then adjusted
to get convergence of the thermodynamic properties within
less than one percent.

The chain of calculation of the OFMD procedure is simi-
lar to the QMD one. At each time step, the electronic free
energy is minimized in terms of the local electronic density
and nuclei are propagated according to their electrostatic in-
teractions arising from both nuclei and electrons. The mo-
lecular dynamics is performed in the isokinetic ensemble and
the time step is computed from the thermal velocity of the
nuclei and the Wigner-Seitz radius.25 We insist here that the
classical particles are nuclei and not ions as in standard
QMD �except all electron simulations�. The orbital-free pro-
cedure deals—approximately—with all electrons on an equal
footing, there are no notions such as core, valence, or ionized
electrons. All the electrons are collectively represented by
the local electronic density n�r�.

For the purposes of this paper, we shall use the symbol
“QMD
” to represent simulations with the finite-temperature
density-functional-theory molecular-dynamics formulation in
the Kohn-Sham orbital mode with PAW potentials with the
one-electron �
=1� or the three-electron �
=3� forms for Li.
By “OFMD,” we shall refer to the orbital-free molecular-
dynamics formulation with regularized electron-ion poten-
tials in the Thomas-Fermi-Dirac mode.
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C. Static and transport properties

In this section, we present only a brief summary of the
basic static and dynamical properties determined in our
simulations since detailed expositions appear elsewhere.26–28

The total pressure of the system

P =
NkBT

V
+ Pe �6�

is the sum of the ideal-gas pressure of the ions and the excess
pressure Pe, computed via the electronic forces from the
DFT calculation. The excess pressure is averaged over the
trajectory after the system has been equilibrated.

The self-diffusion coefficient D
 for species 
 is com-
puted from the trajectory for the mean-square displacement

D
 =
1

6t
��Ri�t� − Ri�0��2� �7�

or by the velocity autocorrelation function

D
 =
1

3
�

0

�

�Vi�t� · Vi�0��dt , �8�

where Ri �Vi� is the position �velocity� of the ith particle of
species 
. This quantity is computed for both Li and H.

These two formations for the self-diffusion coefficients
are only formally equivalent in the long-time limit. We have
generated MD trajectories of sufficient temporal length to
reach this regime in which the velocity autocorrelation func-
tion becomes zero and contributes no further to the integral
and the mean-square displacement away for the origin con-
sistently fits to a straight line. The values obtained from these
two approaches generally lie with one percent of each other;
we therefore report only one value.

Also, we have computed the mutual-diffusion coefficient
D
� from the autocorrelation function

D
� =
Q

3Nx
x�
�

0

�

�A�0�A�t��dt �9�

with

A�t� = x��
i=1

N


vi�t� − x
�
j=1

N�

v j�t� . �10�

The thermodynamic factor Q was taken to be unity and x


and N
 represent the concentration and particle number of
species 
, respectively, �N=�
N
�.

The viscosity was computed from the autocorrelation
function of the off-diagonal component of the stress tensor26

� = lim
t→�

�̄�t� , �11�

where

�̄�t� =
V

kBT
�

0

t

�P12�0�P12�t���dt�. �12�

We averaged the results for the five independent off-diagonal
components of the stress tensor Pxy, Pyz, Pzx, �Pxx− Pyy� /2,
and �Pyy − Pzz� /2.

Finally, the radial distribution function �RDF� g
��r� be-
tween two constituents, given by

g
��r� =
V

N2��
i

�
j

�r − rij�� , �13�

describes the basic structure of the fluid. The term rij repre-
sents the radial separation between the ith atom of species 

and the jth atom of species �.

D. Mixing rules

As in the case with the static and optical properties,9 we
examine two representative mixing rules. The first, termed
density-matching �MRd�, draws its inspiration from a two-
species ideal gas while the second, termed pressure-matching
mixing rules �MRp�, follows more from two interacting im-
miscible fluids.

In the MRd, we have set the volume of the individual
species to that of the total mixture �VH=VLi=VLiH� and per-
formed QMD/OFMD simulations for H at a density of
NH /VLiH and Li at NLi /VLiH at a fixed temperature T. We then
determine a total pressure by simply adding the individual
pressures from the separate H and Li simulations. Other
composite properties such as mutual diffusion and viscosity
follow the same prescription. The MRd can be summarized
as

VLiH = VH = VLi,

PLiH
d = PH + PLi

DLiH
d = DH + DLi

�LiH
d = �H + �Li. �14�

We have added a superscript to designate properties derived
from a particular mixing rule as opposed to those for the full
mixture. For the pressure, the density mixing rule basically
follows an ideal-gas prescription for noninteracting Li and H
gases in a volume VLiH.

The MRp involves a more complicated construction. In
this case, we must perform a series of QMD/OFMD simula-
tions on the individual species in which the volumes are
varied under the constraint �VLiH

p =VH+VLi� until the indi-
vidual pressures agree �PH= PLi�. The total pressure becomes
PH �or equally PLi�. Composite properties such as mutual
diffusion and viscosity are determined by combining the in-
dividual species results according to the volume fractions
�v
=V
 /VLiH�. The MRp then consists of the following pre-
scription:

VLiH = VH + VLi

PLiH
p = PH�VH,T� = PLi�VLi,T�

DLiH
p = vHDH + vLiDLi

�LiH
p = vH�H + vLi�Li. �15�

We use throughout the excess or electronic pressure Pe to
evaluate this mixing rule.
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Finally, we also draw from binary ionic mixture �BIM�
studies and derive composite properties from a slightly more
complex rule10

�
i

vi
�i − �m

�i + 3
2�m

= 0 �16�

with � representing either the mutual-diffusion coefficient or
the viscosity. The subscript m denotes the full mixture and i,
the pure species.

We should emphasize that the comparison of the above
mixing rules represents a “best case scenario” since the prop-
erties of the individual species themselves originate from
QMD calculations. While divorced of the LiH interactions,
these pure-species simulations still encompass complex
intra-atomic interactions over large samples of atoms. In
many mixture studies, the properties of pure species derive
from perturbed-atom models, which treat a single represen-
tative atom within a cell whose boundary conditions are ad-
justed to introduce effects from the surrounding medium.
These “average atom” models29 approximate to some extent
the environments of the fluid state experienced by the pure
species in the QMD simulations.

III. RESULTS AND DISCUSSION

We present the wealth of information derived from our
calculations mainly through tables and figures and concen-
trate in the text on general trends and representative cases.
We explore LiH mixtures in a regime of more extreme con-
ditions than our previous study9 and examine densities from
one �0.7874 g /cm3� to four times solid and temperatures
from 2 ��20 kK� to 6 eV ��70 kK�. Before analyzing the
results of the QMD and OFMD calculations, we focus on
several procedural points that underlie the computation of
the various static and dynamical properties.

A. Preliminaries

1. Choice of PAW for QMD simulations

Since the density reaches a factor of four larger than that
of solid LiH, the validity of the PAW construction, generally
performed at natural material conditions, requires careful ex-
amination, especially for Li. The PAW forms available come
in two flavors: �1� PAW-1e that utilizes only the valence 2s
electron and �2� PAW-3e that models all three electrons.
Since the computational time for the QMD scales as the
number of active electrons, the one-electron formulation has
distinct advantages for the long-time propagations required
to converge the viscosity and mutual-diffusion coefficients.
However, our findings indicate that for compressions above
solid, the application of PAW-1e merits some caution. As an
example, Fig. 1 compares the self-diffusion coefficients for
Li as a function of density and temperature for the one-
electron �solid line� and three-electron �dotted line� PAW po-
tentials. Only at the lowest temperature and density do the
results show reasonable agreement, varying by about 10%.
For more compressed and hotter conditions, the differences
rapidly increase, reaching the 100% level above three times

solid density. The electronic pressure and self-diffusion of H
fare better with disagreements generally in a 10–20 % range
over the entire �-T space covered. The latter may arise from
our choice of a hard H PAW. We have included the OFMD
results as a reference.

We probe the origins of these differences further by ex-
amining the radial distribution functions g�r� between the
various constituents, especially the Li atoms, for the full LiH
mixture. The upper panel of Fig. 2 for solid density shows a
general agreement between the RDFs from the one- and
three-electron PAWs at 2 eV except at very small separations
��1.2 Å�, which accounts for the small differences in the
pressure and diffusion coefficients. However, even at this
density for the higher temperature �4 eV�, a significant dis-
parity arises in DLi. As the density increases �lower panel�,
this disparity becomes further magnified as witnessed by the
large span in the RDFs between the PAW forms. The one-
electron PAW allows significantly closer approaches of the
Li atoms than the full three-electron potential with signifi-
cant ramifications for the dynamical properties. This could
arise from a poor representation of the very compacted 1s Li
core, implying that the one-electron PAW is too “soft” or
from significant overlap and interplay of the Li 1s orbitals.
Electronic-structure calculations30 of the lithium dimer �Li2�
find that the 1s cores only significantly overlap once the
internuclear separation becomes smaller than about 1 Å.
Even for the densest case, the atoms remain generally sepa-
rated beyond this core region as indicated by the three-
electron PAW results. A comparison with the OFMD results
further supports these conclusions. The OFMD potential is
constructed anew for each density and temperature and re-
flects changes in the short-range region. These findings cor-
roborate the conclusions reached by Mazevet et al.18 on the
design of pseudopotentials for highly compressed boron. On
the other hand, the RDF for H-H shows little sensitivity to
the choice of Li PAW, a fact reflected in the smaller differ-
ences in the hydrogen self-diffusion. Therefore, we generally
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4 eV (QMD)
2 eV (OFMD)
4 eV (OFMD)
2 eV (QMD 3)
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Di
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FIG. 1. �Color online� Self-diffusion coefficient for Li as a func-
tion of density for isotherms at 2 eV �solid line� and 4 eV �dashed
line� and for different potential forms: �1� VASP PAW-1e
�square/red�, �2� VASP PAW-3e �triangle/blue�, and �3� OFMD
�circle/green�.
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employ the three-electron form; however, a “harder” one-
electron psesudopotential would likely also give reasonable
results with less computational costs.

2. Calculation of the mutual-diffusion and viscosity coefficient

Unlike the self-diffusion coefficient, which involves
single-particle correlations and attains significant statistical
improvement from averaging over the particles, the viscosity,
and mutual diffusion depend on the entire system and there-
fore require very long trajectories in order to gain statistical
accuracy. We have found that the use of empirical fits to the
integrals of the autocorrelation functions can substantially
shorten the length of the trajectory required. In turn,
extrapolation of the fits to much longer times can more
effectively determine the basic dynamical property. In
Fig. 3 we give an example of the fitting procedure for the
viscosity at three times solid density and a temperature
of 4 eV. The partial integral of the off-diagonal stress-tensor
autocorrelation function, �̄�t�, has been fit to the functional
form A�1−exp�−t /���, where A and � are free parameters

with A giving the reported quantity. Fitting to this form at
short-time integrations may produce a reasonable approxi-
mation to the �; the procedure also aids in damping the
long-time variation. The statistical error inherent in comput-
ing correlation functions from molecular-dynamics
trajectories31 is 
2� /T, where T is the length of the trajectory
and � is the correlation or e-folding time of the function,
calculated either directly from the fit or from an interrogation
of the function itself. We generally fit over a time interval of
�0,4�−5��. In Fig. 3, the curves labeled “Error Bound” dis-
play the range of error around the fit due to the autocorrela-
tion statistics. This particular example employed a trajectory
of length of 10 000 and a correlation time of 200 time steps
of length 0.25 fs. Typically, trajectories of this length suf-
ficed for 4 and 6 eV while less steps ��5000� of longer

TABLE I. Comparison of excess �electronic� pressure between
quantum molecular dynamics for a single-electron �QMD1� and
three-electron �QMD3� PAW for Li and the OFMD in the TFD
mode as a function of density relative to the solid LiH and
temperature.

� �� Solid�
T

�eV�

Pe

�GPa�

QMD1 QMD3 OFMD

1 2 31 32 38

4 57 59 66

6 100

2 2 127 141 147

4 174 196 204

6 229 258 271

3 2 286 335 333

4 350 420 419

6 428 512 519

4 2 497 626 609

4 575 740 721

6 671 860 851
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FIG. 2. �Color online� Radial distribution functions for Li-Li as
a function of separation distance r at solid �upper panel� and four
times solid �lower panel� density and temperatures of 2 �solid� and
4 eV�dot�. Comparison of potential forms: �1� PAW-1e �QMD1� and
�2� PAW-3e �QMD3�.
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FIG. 3. �Color online� Fit of partial integral of the off-diagonal
stress-tensor autocorrelation function, �̄�t� for 3� solid and 4 eV.
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duration �0.5 fs� accommodated lower temperature. The tra-
jectory length showed greater sensitivity to temperature than
density as expected. For the viscosity and mutual-diffusion
coefficients, the error computed in this way, 
2� /T, is 30%
or less, except for the viscosity at 1�Solid and 4 eV where
the error is 50%. On the other hand, the error for the self-
diffusion remains at less than 5% since the particle average
introduces an additional 1 /
N advantage.

B. Comparison of QMD and OFMD simulations

1. Pressure

In Table I and Fig. 4, we present the electronic �excess�
pressure Pe of the LiH mixture as a function of compression
and temperature for the QMD with PAW-1e and PAW-3e
and for the OFMD. The difference between the two PAW
potentials is fairly small with the largest disparity
��Pe�PAW-1e�− Pe�PAW-3e�� / Pe�PAW-3e��20%� occur-
ring at the highest density and temperature. For the solid
density, the QMD3 �PAW-3e� and the OFMD show their
greatest disagreement but only about 20% for lowest tem-
perature. As the density rises, the agreement becomes ex-
tremely close ��5%� and within the statistical errors for
these simulations. At the lowest density, transient molecular
effects linger, requiring the full DFT representation. How-
ever, with increasing density, the electrons have a more uni-
form distribution throughout the sample and the orbital free
becomes a reasonable representation.

2. Self-diffusion

In Table II and Figs. 5 and 6, we present a comparison of
the QMD and OFMD simulations for the self-diffusion coef-
ficient for hydrogen �DH� and lithium �DLi� as a function of
density and temperature from two perspectives. Once again,
we observe good agreement between the QMD3 �PAW-3e�
and the OFMD results.

TABLE II. Comparison of self and mutual-diffusion coefficients for QMD and OFMD as a function of density and temperature. Method
labels same a Table I. Numbers in square brackets represent powers of ten.

� �� Solid�
T

�eV�

DH

�cm /s2�
DLi

�cm /s2�
DLiH

�cm /s2�

QMD1 QMD3 OFMD QMD QMD3 OFMD QMD OFMD

1 2 3.4�−2� 2.9�−2� 2.7�−2� 8.9�−3� 8.5�−3� 1.0�−2� 2.2�−2� 3.4�−2�
4 7.1�−2� 6.5�−2� 6.1�−2� 2.5�−2� 1.6�−2� 1.9�−2� 3.2�−2� 3.6�−2�
6 1.1�−1� 3.2�−2� 5.2�−2�

2 2 1.5�−2� 1.4�−2� 1.4�−2� 6.1�−3� 4.2�−3� 6.2�−3� 9.5�−3� 9.2�−3�
4 3.4�−2� 3.0�−2� 3.3�−2� 1.8�−2� 1.0�−2� 1.2�−2� 2.2�−2� 3.3�−2�
6 6.0�−2� 5.4�−2� 5.6�−2� 2.8�−2� 1.5�−2� 1.6�−2� 3.6�−2� 4.5�−2�

3 2 1.0�−2� 9.4�−3� 9.3�−3� 5.7�−3� 3.4�−3� 4.2�−3� 6.1�−3� 8.5�−3�
4 2.3�−2� 2.3�−2� 2.1�−2� 1.4�−2� 7.2�−3� 8.1�−3� 1.6�−2� 1.9�−2�
6 4.2�−2� 3.6�−2� 3.9�−2� 2.1�−2� 1.1�−2� 1.2�−2� 2.8�−2� 3.0�−2�

4 2 7.8�−3� 6.8�−3� 7.7�−3� 5.1�−3� 2.7�−3� 3.5�−3� 4.6�−3� 4.2�−3�
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FIG. 4. �Color online� Excess pressure Pe as a function of
temperature and density �top and bottom panels, respectively�.
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For a fixed density, the self-diffusion coefficient rises with
temperature as the atoms become more mobile. On the other
hand, for a given temperature, the diffusion declines with
increasing density, reflecting the greater confinement of the
atoms. The lithium self-diffusion displays the largest differ-
ences between the two approaches with the low-temperature
regime generally showing the greatest disparities. At the
higher temperatures, the disagreements stay within the 10%
realm. For hydrogen, the situation is even better, with results
less than 10% across except at the very highest density and
temperature �23%�. We observe an important trend that in
general DH remains a factor of two to three larger than DLi
over the entire range of temperature and density. This indi-
cates that for the LiH mixture that hydrogen plays a domi-
nant role in the dynamics.

3. Mutual diffusion and viscosity

Due to the long trajectories required in determining the
mutual diffusion and viscosity, we have only made calcula-
tions in the QMD for the one-electron pseudopotential
�PAW-1e�. This together with poorer statistics inherent in the
determination of these properties implies a less quantitative

comparison. However, within these limitations, we can still
gain an understanding of the basic behavior of these dynami-
cal quantities and the validity of the various formulations.
The last two columns of Table II and Fig. 7 display the
mutual-diffusion coefficient for the QMD1 and OFMD as a
function of temperature and density. We find the QMD and
OFMD generally in agreement �20% or better� for the higher
densities and temperatures. The upper panel of Fig. 7 pre-
sents the trend in DLiH for a fixed density as the temperature
varies. For the higher densities �3� and 4� Solid�, the two
methods give similar behavior and remain in good agree-
ment. A break occurs around twice solid density with the
curves remaining parallel but much further apart.

For the mutual-diffusion coefficient, a particularly simple
combination rule exists based on dilute mixtures for which
the cross-correlation terms are negligible27

DLiH = Q�xHDH + xLiDLi� �17�

with xi the mole fraction for species i. The thermodynamical
factor Q is set to unity. This formula is not a mixing rule per
se but an approximation of Eq. �9� in which cross terms are
neglected. The self-diffusion coefficients come from the evo-
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FIG. 5. �Color online� Self-diffusion coefficient for hydrogen as
a function of temperature and density �top and bottom panels,
respectively�.
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FIG. 6. �Color online� Self-diffusion coefficient for lithium as a
function of temperature and density �top and bottom panels,
respectively�.
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lution of the full LiH mixture, not from results on individual
pure species. Since self-diffusion coefficients converge in
much shorter time spans than the mutual, this scheme can
yield a prediction for DLiH based on short trajectories.

We have studied the equimolar case �xH=xLi=0.5� in
which the formula takes a very simple form. How well such
a formulation will function for cases of such high density
requires a careful comparison with the simulations such as
given in Table III. We substitute the self-diffusion coeffi-
cients from QMD1, QMD3, and OFMD into Eq. �17� to
produce composite mutual-diffusion coefficients, designated
by a prefix “s.” The last two columns of Table II are repeated
to provide a comparison with the DLiH determined from the
autocorrelation function of the full mixture. At the lowest
density, the results display rather erratic behavior. However,
for twice solid density and above, the difference between the
mutual diffusion produced from Eq. �17� and the simulations
never exceeds 40% and in many cases reaches closer agree-
ment. No particular trend emerges with density or tempera-
ture but the rule appears useful for extracting an approximate
value of the mutual diffusion based on only the concentra-
tions and the self-diffusion coefficient even in such warm
dense environments.

Finally, in Table IV and Fig. 8, we show the viscosity for

the QMD1 �PAW-1e� and OFMD cases as a function of den-
sity and temperature. Once again, as with the mutual diffu-
sion, we find agreement to within 20% or better. This agree-
ment between QMD1 and OFMD in contrast to the self-
diffusion coefficients likely arises from the dominant role
played by hydrogen within the mixture as evidenced by the
H-H radial distribution function that shows little sensitivity
to the Li PAW.

C. Mixing rules

For the static and optical properties, we found in an ear-
lier study9 that the MRd performed well only at the lowest

TABLE III. Mutual-diffusion coefficients DLiH �cm2 /s� deter-
mined from the combination of self-diffusion coefficients �DH, DLi�
calculated from the full mixture determined by QMD1, QMD3, and
OFMD simulations �prefix s�. Compared to the mutual-diffusion
coefficients determined from the autocorrelation function of the full
mixture. Numbers in square brackets represent powers of ten.

� �� Solid�
T

�eV� sQMD1 sQMD3 sOFMD QMD1 OFMD

1 2 2.1�−2� 2.0�−2� 1.9�−2� 2.2�−2� 3.4�−2�
4 4.8�−2� 4.1�−2� 4.0�−2� 3.2�−2� 3.6�−2�

2 2 1.1�−2� 9.1�−3� 1.0�−2� 9.5�−3� 9.2�−3�
4 2.6�−2� 2.0�−2� 2.3�−2� 2.2�−2� 3.3�−2�
6 4.4�−2� 3.4�−2� 3.6�−2� 3.6�−2� 4.5�−2�

3 2 7.9�−3� 6.4�−3� 6.8�−3� 6.1�−3� 8.5�−3�
4 1.9�−2� 1.5�−2� 1.5�−2� 1.6�−2� 1.9�−2�
6 3.2�−2� 2.4�−2� 2.6�−2� 2.8�−2� 3.0�−2�

4 2 6.5�−3� 4.8�−3� 5.6�−3� 4.6�−3� 4.2�−3�
4 1.6�−2� 1.1�−2� 1.2�−2� 1.2�−2� 1.1�−2�
6 2.6�−2� 1.6�−2� 1.9�−2� 2.5�−2� 2.2�−2�

TABLE IV. Comparison of viscosities between quantum mo-
lecular dynamics with a single-electron PAW for Li �QMD� and the
orbital-free molecular dynamics in the TFD mode �OFMD�.
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�eV�

��mPa·s�
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FIG. 7. �Color online� Mutual-diffusion coefficient as a function
of temperature and density �top and bottom panels, respectively�.
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density and temperature as expected from its ideal-gas ori-
gins. Therefore, for the dynamical processes, only the pres-
sure rule MRp was examined. Table V presents the results

for the mutual-diffusion coefficient for QMD determined by
the MRp prescription outlined in Eq. �16�. For each total
density �VLiH�, we vary the H and Li volumes �VH,VLi� with
108 particles in each until the excess pressures match under
the constraint that VLiH=VH+VLi. Within these volumes, we
compute self-diffusion coefficients using QMD3. Combining
these according to Eq. �16� then produces the desired mutual
result. The volume of H changes significantly for the mixture
in order to produce the proper pressure while that of Li var-
ies much less. This trend further supports the key role of H in
these particular WDM conditions.

Finally, in Table VI, the mutual-diffusion coefficients de-
termined for QMD1 by the MRp and the BIM prescriptions
are compared with the full mixture. The BIM rule generally
gives better agreement with the mixture results, remaining
within 30% or better above solid density. In cases in which
the MRp gives particularly large differences with QMD1, for
example, at three and four times solid density at 2 eV, the
BIM moves the result into better agreement.

IV. SUMMARY

We have performed a systematic study of LiH in the
warm-dense-matter regime for a density range from one to
four times ambient solid and for temperatures from 2 to 6.0
eV using both finite-temperature density-functional-theory
QMD and OFMD. The study concentrated on dynamical
properties such as diffusion and viscosity. The validity of
various mixing rules, especially those utilizing pressure,
were checked for composite properties determined from
QMD/OFMD simulations of the pure species against calcu-
lations on the fully interacting mixture. These rules produce
pressures within about 10% of the full-mixture values but
mutual-diffusion coefficients as different as 50%. We found
very good agreement overall between the QMD, employing a
three-electron pseudopotential, and the OFMD in the
Thomas-Fermi-Dirac approximation, especially at the higher
temperatures and densities.

TABLE V. MRp for the mutual-diffusion coefficients for QMD
as a function of density and temperature. VH and VLi are, respec-
tively, the volumes at which Pe�VH,T�= Pe�VLi ,T�. DH �DLi� is the
self-diffusion coefficient determined for a sample of 108 H �Li�
atoms in a volume of VH �VLi�. DLiH is determined from the simple
volume fraction rule. Numbers in square brackets represent powers
of ten.

� �� Solid�
T

�eV�
DH

�cm /s2�
VH

�Å3�
DLi

�cm /s2�
VLi

�Å3�
DLiH

MRp

�cm2 /s�

1 2 4.0�−2� 450 1.0�−2� 1375 1.74�−2�
4 9.3�−2� 494 2.8�−2� 1330 4.56�−2�

2 2 2.3�−2� 262 6.2�−3� 650 1.10�−2�
3 2 1.7�−2� 185 5.7�−3� 423 9.02�−3�
4 2 1.3�−2� 146 5.2�−3� 310 7.80�−3�

4 2.8�−2� 149 1.2�−2� 307 1.72�−2�

TABLE VI. Comparison of mixing rules for mutual-diffusion
coefficients. MRp indicates the pressure mixing rule result from
Table V. BIM the result from Eq. �16� with the self-diffusion coef-
ficients from MRp. QMD1 and OFMD repeat the full-mixture re-
sults from the last two columns of Table II. Numbers in square
brackets represent powers of ten.

� �� Solid�
T

�eV� MRp BIM QMD1 OFMD

1 2 1.7�−2� 1.4�−2� 2.2�−2� 3.4�−2�
1 4 4.6�−2� 4.0�−2� 3.2�−2� 3.6�−2�
2 2 1.1�−2� 9.0�−3� 9.5�−3� 9.2�−3�
3 2 9.0�−3� 8.0�−3� 6.1�−3� 8.5�−3�
4 2 7.8�−3� 7.1�−3� 4.6�−3� 4.2�−3�
4 4 1.7�−2� 1.6�−2� 1.2�−2� 1.1�−2�
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FIG. 8. �Color online� Viscosity as a function of temperature
and density �top and bottom panels, respectively�. Error bars are
30% or less �except for solid�1 and 4 eV where the error is 50%�
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