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Optical-transmission measurements at 20 and 77 K were used to deduce the magnitude and spectral

dependence of the optical cross section o; for transitions from neutral Mn acceptors to the valence

bands of GaAs. The threshold energy for such transitions is E, = 0.11 eV, and cr, was studied from

threshold to 0.7 eV. The crystals used had 10" to 10" cm ' of uncompensated Mn acceptors, as

determined by analysis of Hall-effect data over the 60-400-K range. The spectral dependence of al
over the range 0.11-0.45 eV is in good agreement with Lucovsky's 8-function potential model, as has

been reported previously. Comparisons between experiment and Lucovsky's model are complicated for

photon energies above 0.46 eV by transitions to the split-off band of GaAs. In contrast to previous

reports, we find that the magnitude of cr, (a imiximum of 8 X 10 " cm' at 0.22 eV) is in good

agreement with Lucovsky's model for an effective-field ratio of unity. Thus we find that dielectric

reinforcement of the electric vector for a photon interacting with a Mn acceptor (wave-function radius

10.1 A) is negligible. A comparison of our data with quantumMefect models is less satisfactory than

the 8-function model at low energies, but becomes more favorable in the spectral region for which the

split-off band is involved.

I. INTRODUCTION

Elements such as germanium and zinc provide
shallow acceptor states in GaAs with a hydrogenic
ionization energy E„=O.03 eV. This behavior is
consistent with a Coulomb (e/n) potential. and

0

suggests a wave-function radius a„=(e /2zZ„) = 19 A.
In contrast, transport measurements carried out
for Mn-doped GaAs by Vieland, ' and extended to
other transition elements by Haisty and Cronin, s

show that the acceptors introduced by transition
atoms have ionization energies ranging from 0.1 to
0.7 eV. Thus these acceptors are too deep in en-
ergy and too small in spatial extent to be appro-
priate for description in terms of a Coulomb po-
tential. Optical studies of the excited states for
Mn by Chapman and HutchinsorP show that these
are comparable in energy with those of hydrogenic
impurities, as is to be expected since the eigenval-
ues for excited states are influenced primarily by
the Coulombic wings of a potential which is much

steeper than Coulombic at short range.
Interest in manganese acceptors in GaAs has

frequently centered around the luminescent capture
of conduction electrons by neutral Mn atoms. How-

ever, in this payer we are concerned with transi-
tions between the manganese ground state and the
valence bands. Measurements of the threshold en-
ergy for extrinsic photoconductance or for photo-
ionizations '6 show that the Mn ground state is at
an energy E, =0.11 eV above the uppermost va-
lence bands. (The thermal activation energy
yielded by electrical-transport experiments de-
creases below 0.11 eV as the density of neutral
and/or ionized manganese atoms increases. ~) As
is typical for a deep impurity, the photoionization

cross section reaches a maximum for a photon en-
ergy of about 2E„and it was apparent from our
initial work that the magnitude we deduced for this
cross section was considerably smaller than that
reported by others. 3 6 More extensive data are now

reported, with a discussion of the reported cross
sections in the light of deep impurity models.

Within the appropriate spectral range (photon
energy larger than E, but smaller than the intrinsic
gap E,), the photoionization cross section per ac-
ceptor, o~, is related to the measured optical ab-
sorption coefficient 0. by

+@IN

Here e„denotes the absorption caused by process-
es other than photoionization (such as free-carrier
absorption, bound-bound excitation, lattice absorp-
tion, intraband excitation, etc. ). The study of
photoionization is simplest if conditions are such
that e„«a, but this is not always possible. The
quantity N„ in Eq. (1) is the density of neutral and
ionizable acceptors; for a p-type semiconductor at
temperatures low enough to ensure that p, «N, & N„
then N„= (N, —N, ).

Thus while measurement of e suffices to estab-
lish the spectral dependence of o„ the magnitude
of this cross section cannot be determined without
a knowledge of the densities of manganese acceptors
(N, ) and compensator centers (N~). We believe that
this lies at the root of the apparent difference be-
tween our measurement of oI and previous esti-
mates of this quantity, s' for the determination of
N, —Nd in a manganese-doped GaAs containing
enough manganese to permit good optical absorp-
tion data is not a trivial undertaking. The free-
hole density po at room temperature is a poor guide
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= 4. 27 ~10 T3~ ~~~~~ cm (3)

using an IBM 360-44 or a Univac 1108 computer in
a nonlinear-least-squares analysis to yield opti-
mized values for the parameters N„N„, and E, .

TABLE I. Characterization for manganese-doped
crystals used.

C rystal

M6

Manganese
Conc.

X,(cm-')

1 64x 10

1, 13x 10

1 18 x 1pig

1 36x 1p'

Effective
compensator

density
N, (cm )

4 7x 10«

5, 7x 10

2 4x10

2. 8x 10

Low- Temp.
neutral Mn

density
gV —Nd) (Cm )

1.17x 10

1.O7 x1O"

9 43x107

1.07x 10'

Thermal-
ionization

energy
E, (eV)

0. 091

0. 096

0, 067

0. 069

to N, —N„, and in three of the four crystals we
studied amounted only to some 20o/of N, -N, . We
found it necessary to analyze Hall-effect data over
a wide temperature range in order to get the most
reliable value for N, —N„ in each crystal, and this
information is incorporated into the data quoted in
this paper for o, .

II. EXPERIMENTAL TECHNIQUES AND RESULTS

Our experimental techniques were straightfor-
ward and were based on those describedpreviously,
with some improvements. Optical-absorption mea-
surements were made first, with the sample shaped
as a plane parallel-sided slab with polished faces.
A bridge-shaped sample was subsequently cut from
the central portion of this slab for Hall measure-
ments. It is convenient, however, to discuss the
material characterization with Hall data first.

Each bridge-shaped Hall sample, with Ohmic,
alloyed, In-Zn contacts, was subjected to dc con-
ductivity and Hall measurements. An electrically
heated chamber was used from room temperature
upwards, while measurements from room temper-
ature downwards were made with the sample
mounted in a Cryo Tip hydrogen-nitrogen Joble-
Thomson cooler. Voltages and currents were re-
corded digitally. A 4000-G magnetic field was
used for Hall measurements, which were accord-
ingly made in the "weak-field" regime. Neverthe-
less, our data were analyzed with the Hall factor
yin

R» = r/epo

arbitrarily replaced by unity; this will subject our
quoted values for N, —N„and hence for o, to a sys-
tematic error which is unlikely to exceed 10%.

Values for po= 1/eR„at temperatures from 60 to
550 K were fitted to the mass-action equation

po(&a+po) &~ -e )or
N, —N„-P0 P
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FIG. 1. Free-hole density vs reciprocal temperature
for Hall samples from crystals M5, M6, and M7. The
curves show computer fits to Eq. (3) for values of the
material parameters listed in Table I.

(] R)oe «
I&-Rat (4')

We were able to satisfy ourselves that the restric-
tions on the range of validity for Eq. (3) were not
violated. The material parameter values deter-
mined for the four Mn-doped crystals which con-
cern us in this paper are listed in Table I, while
computer-generated curves of po vs (1000/T) are
superimposed in Fig. 1 on the experimental Hall-
effect data points for three of these samples. Fig-
ure 1 was drawn at a time when measurements
terminated at 400 K, and more recent data points
extended to 550 K confirm the analysis.

The predecessor of each Hall-effect sample was
the same material as a polished slab of thickness
t with plane parallel faces. Optical transmission
was measured at 20 or 77 K in a hydrogen-nitrogen
Cryo Tip system equipped with BaF~ windows; the
sample was placed at the second focus of radiation
from a Perkin-Elmer 112 monochromator with
NaCl optics, and transmitted intensities were mea-
sured with a cooled Au-Ge detector. Phase-sensi-
tive detection was used.

The optical transmittance T is the ratio of inten-
sities transmitted by the sample beam and by a
similarly collimated reference beam, and we ex-
pect T to be related to the optical-absorption co-
efficient a by
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Our analog data for T with each sample run was
digitized and computer processed to yield a table
for "photoabsorption cross section" versus photon
energy. This computer program (which also aver-
aged transmissivity data over several runs for a
given sample at a given temperature) proceeded
upon the assumptions that GaAs has a ref lectivity
R=0.29, and that the deduced cross section is
[a/(N, —N, )] under the conditions of optical mea-
surement. Thus this cross section is just o, when
the quantity a„ in Eq. (1) is negligible, but will ex-
ceed err for photon energies or conditions which
make a„significant. Nonetheless, we shall follow
normal practice in calling the deduced cross sec-
tion vl in reference to Figs. 2 and 3.

Figure 2 plots oI versus photon energy for crys-
tals Ml, M5, M6, and M7 at VV K and for M5 at
20 K. The figure also reproduces the curves for
ol reported by Chapman and Hutchinson' and by
Blatte. 6 A logarithmic ordinate scale is used so
that an error in (N, —N, ) shifts the curve vertically

but does not change the shape. As noted in Sec. I,
we expect the much larger cross sections deduced
by Chapman and Hutchinson~ and by Blatte~ to be
the consequence of such errors in the evaluation of
impurity content. Since these authors were also
concerned with the bound-bound excitation line
spectrum for Mn centers, their measurements
were made at very low temperatures with high res-
olution; the composite effects of excitation lines
account for the apparent extension of a large aI to
smaller photon energies in the two upper curves of
Fig. 2.

The discrete excitation lines of Mn centers were
not resolvable in our 7'V-K data, except for the line
identified by Chapman and Hutchinson as the D line
shifted upwards by a 0.036-eV LO-phonon energy
(i.e. , at about 0.14 eV). The resolution was of
course improved in the 20-K data for sample M5,
but the dashed curve in Fig. 2 omits these details
in order to concentrate on the broad photoionization
band.
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FIG. 2. Photoionization cross section vs photon energy for the four crystals of the present study (crystal M5 at both
77 and 20 K), and as reported by Blatte (Ref. 6) and by Chapman and Hutchinson (Ref. 3).
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FIG. 3. Photoionization cross section vs photon energy for crystal M5 (20-K data) compared with three deep impurity

models, each characterized by a choice of E,= 0. 110 eV. Lucovsky model (Ref. 8) is shownfor (Eyf f/&p) = 0. 98. Quantum-

defect model with Coulomb final state is shown for v= 0. 52, p = —0. 17, and (&eff/~{)) 1 4 Quantum-defect model with

free-wave final state (Ref. 10) is shown for v= 0. 52 and (&egg/&p) =0. 93. The theoretical curves are shown augmented

above 0. 46 eV by photoionization contributions to the split-off band, as discussed in the text.

In Sec. GI we shall comment on some theoretical
models for deep impurities, and the photoioniza-
tion curves to be expected from these models. Sec-
tion IV will compare such models with the 20-K
data shown for crystal M5 in Fig. 2. There are
valid reasons for selecting this as the most reliable
of our curves. We know from detailed transport
measurements that the material of M6 and M7 has
a less homogeneous manganese distribution than

M5; moreover, M5 is much less heavily compen-
sated. Since M1 is weakly doped, the optical den-
sity (at) is little more than unity for this sample
even at 0.2 eV, and becomes too small for precise
evaluation at lower and higher photon energies.
Nonetheless, it is reassuring that our four crys-
tals all yield approximately the same maximum
value for cl.

The models of Sec. III are discussed in terms of
photoionization into the uppermost (light and heavy
hole) valence bands, with a threshold at 0. 11 eV.
Optically, we also see photoionization into the
split-off band above a threshold E, +4 =0.46 eV,
which accounts for a change in slope at 0.46 eV in

the various curves of Fig. 2. A weak absorption

(visible in several of the 77-K curves of Fig. 2)
occurs at 0.35 eV when optical transmission is
measured with a few free holes present in the
heavy hole band; these holes are then eligible for
intraband transitions to the split-off band. ' This
intraband process is absent from the 20-K data of
crystal M5.

HI. DEEP IMPURITY MODELS

Lucovsky has suggested a simplified model for
a deep impurity in which the binding of the hole re-
sults from a short-range core potential rather than

a graduated Coulomb potential. Intermediate be-
tween the Lucovsky model and that of a shallow

hydrogenic impurity lie the quantum-defect models
developed for semiconductor use by Bebb and Chap-
man. ~" It is of interest to compare our data with

these models.
Choice of the parameters No = 3.33 for the re-

fractive index and v =12.5 for the dielectric con-
stant of GaAs, together with m„=0.34mo as the
relevant heavy hole mass parameter, 9 tells us that
a shallozo acceptor in this solid should be charac-
terized by a hydrogenic wave function with
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P(r) = (2zr'a~) "'e
where

a~ = a„(E„/E,)"'= (g'/2m„E, )'~' .

(7)

Since E, =0.110 eV for manganese acceptors in
GaAs, az, = 10.1 A for the bound state. With the
interaction of a photon field between this bound

state and a free-plane-wave final state handled in
the electric dipole approximation, or is

a, = A.(EgE.)(~.„/cs)'[8E.'is(g& —E.)a"/(e~)']

= a [8Esn(a&o E )Vs/(~)s (9)

The quantity in square brackets in Eq. (9) reaches
its maxi. mum value of unity for S(d = 2E„as ex-
emplified by the maximum at 0.22 eV for the Lu-
covsky curve in Fig. 3. The Lucovsky curve and

the two other theoretical curves for the quantum-
defect models show the additional contribution above
0.46 eV of photoionization into the split-off band.
We shall return later to the topic of transitions into

a„= (gsx/m„e ) =19.4 A,
E„=(e/2va„)=0. 030 eV .

This is indeed just about the activation energy seen
for shallow (zinc) acceptors. '

A parameter with the dimensions of area which

enters into the description of photoionization for
both hydrogenic and nonhydrogenic models is

A, = (4vNszh/3ce 'm„) . (8)

For p-type GaAs, this has the value A, = 3.08x10 "
cm~. A hydrogenic impurity should exhibit a mmci-

mum photoionization cross section of 128mA, /e
=7.37A, for ~~E„, with the cross section falling
off as (%o) '~s at high energies. 's This falloff is a
consequence of the rapidly attenuating density of
bound states as one proceeds away from the origin
of momentum space.

The increased localization of a bound hole on a
deep impurity spreads the density of bound states
further out in momentum space~ thus regardless
of the potential or wave-function characterization
chosen for a deep impurity, we expect to see a
photoionization cross section which is smaller than
for a shallow center and which reaches its maxi-
mum value at a photon energy well above threshold.

The Lucovsky model neglects the Coulomb poten-
tial completely and approximates the strong ion-
core potential by a 5 function, with magnitude ad-
justed to give a characteri. stic length which corre-
sponds with the observed ionization energy. As
Lucovsky notes, the model corresponds with the
deuteron bindi. ng model of nuclear physics, and

enables us to use the deuteron result for photoion-
ization of the cross section. With a g-function po-
tential, the ground state has a wave function

a, =a F(%u)„, . (12)

this lower band.
The maximum cross section of Eq. (9) varies as

the square of the "effective-field ratio" (e,«/cs).
Dexter' has discussed the anticipated enhancement
of the effective electric field of a photon in the im-
mediate vicinity of a highly localized center em-
bedded in a medium of high dielectric constant.
Under conditions which make Dexter's arguments
valid, (s,«/cs) will exceed unity. However, the
Lucovksy model curve of Fig. 3 is plotted for A,
=3.08~10 '~ cm, E„=0.030 eV, E,=0.110 eV, and

(c,«/cs) =0.98, to make cr =8.0x10 "cm .
The Lucovsky 5-function-potential model is an

extreme example of supposing a highly localized
non-Coulomb potential —thus this model predicts
no excited states at all. (The shallow excited states
seen in practice must be invoked from the Coulomb
wings outside the core potential. ) The consequences
for photoionization are less drastic than might be
supposed, and Lucovsky notes that the calculation
of OI is rather insensitive to the exact form chosen
for the short range potential.

Intermediate between Eq. (7) and a scaled hydro-
geni, c is wave function lies the quantum-defect
wave function adapted by Bebb and Chapman~" for
use in semiconductor photoionization problems.
The technique may be applied any time that an as-
ymptotic wave function is known along with the acti-
vation energy, while the behavior within some core
is not known. The wave function outside the core
may be assumed to be a solution to the Coulomb
tail. Furthermore, this need not be well-behaved
inside the core, though it must be continuous with
the true core solution. First a (nonintegral) effec-
tive quantum number v is obtained for the ground
state in terms of E, and the hydrogenic energy E„:

v=(EjE,)"s . (10)

The amount by which v is depressed below unity is
the "quantum defect. " The large-radius asymp-
totic form of the bound-state wave function is

(2r/va„)"

[2vva„rsvp(2v+

1)]"'
and it is worth noting from Eqs. (8) and (10) that
the characteristic length va„ in Eq. (11) is identi-
cal with the quantity ar, of the Lucovsky model
[which Eq. (11) approaches as v-0].

Bebb and Chapman initially calulated 01 from
the bound state of Eq. (11)to a Coulomb continuum
final state, ' and this approach yielded families of
graphical results. Since the continuum states were
adjusted separately with an estimated "continuum
quantum defect" p(ks), both v and p must be speci-
fied as characterizing the spectral shape factor
F(%o)„„for the photoionization cross section
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The values of v and p, as well as A, and (s,«/so),
also determine o . Figure 3 shows one curve for
the Coulomb continuum version of the quantum-de-
fect model, with parameters chosen to be suitable
for a comparison with manganese: E, =0.110 eV
(so that v = 0. 52 and va„ = 10.1 A) p= —0. 17, A,
=3.08&&10 "cm~, and (e,«/e, )=1.4. The values
decided upon for v and p, are very close to those
suggested by Bebb and Chapmanl as relevant for
manganese in GaAs, and the spectral location of
the maximum is quite sensitive to the choice for v.

Bebb' subsequently recalculated cr~ using Eq.
(11)for the bound state and a free wave final state;
this yields oI as an analytic function of photon en-
ergy parametrized by v. Figure 3 shows the curve
which results for E, =0.110 eV and v =0. 52. This
particular value of v results in a maximum cross
section

o = 0. 35A.(e„,/&, )' (13)

and a value (e,«/co) =0.93 is chosen to set the max-
imum of the curve in Fig. 3. This curve above
0.46 eV shows the added contribution calculated for
the companion process of photoionization into the
split-off band, also using e,«/@0=0. 93. The con-
tribution of this latter process reaches a maximum
between 0.6 and 0. 7 eV.

The Bebb quantum-defect model with a Coulombic
final state is not in a form which is amenable to
calculation of the strength of transitions to the
split-off band. As an estimate of the effect of such
transitions on the "Coulombic final-state" curve of
Fig. 3, we have simply added a contribution equal
to that calculated for the "free-particle final-state"
model, except for the assumption of a unity effec-
tive-field ratio.

IV. DISCUSSION AND CONCLUSIONS

In conformity with the known activation energy
for Mn acceptors, the value E, =0.11 eV was used
in calculating the three theoretical curves of Fig. 3
up to 0. 46 eV. (The abovementioned process of
transitions to the split-off band affected the shapes
of the. curves above 0. 46 eV. ) For the Lucovsky
model, the only other disposable parameter is
(e,«/e, ). This can be used to scale the maximum,
but does not affect the shape of the curve. Thus
we consider the Lucovsky model to give a success-
ful fit to the data of our crystal M5 over the range
0.12-0.4 eV, with a maximum at the observed en-
ergy, and a magnitude of cross section which fits
the observed data for an effective-field ratio neg-
ligibly different from unity.

Since E„=0.030 eV in p-type GaAs, the principal
quantum number has to be v =0.52 for quantum-de-
fect models. The effective-field ratio is once more
the only adjustable parameter for the plane-wave
final-state version of this model. Additional flexi-

bility in curve fitting is provided in the Coulomb
continuum version of the quantum-defect model
through the defect number p, .

For either version of the quantum-defect model,
the value of (c,«/eo) necessary to make the com-
puted o approximate the measured cr is not
far from unity. However, the free-particle final-
state version of this model achieves its maximum
at an energy appreciably less than we find experi-
mentally, and the rate at which 0, decreases from
0.25 to 0.45 eV is steeper than found for any of
our samples (with the possible exception of the less
than ideal data for crystal Ml).

Thus the Lucovsky model appears to give a bet-
ter prediction of the course of 0, up to 0.46 eV.
However, the 5-function potential approach predicts
a photoionization contribution to the split-off band
which has its maximum effect at 0.9 eV, and which
(with the continued assumption of a unity effective-
field ratio) seems considerably larger than seen
experimentally.

The added absorption seen above 0.46 eV for
crystal M5 that we can attribute to transitions down

to the split-off band thus appears to be smaller
than expected for a bound-state wave function de-
scribed by Eq. (7), yet possibly larger than ex-
pected for the wave function of Eq. (11). In this
respect, examination of the transitions to the split-
off band probably gives one a more sensitive test
for the form of g than examination of the region
above the first 0. 11-eV threshold, since the states
of small wave vector are scrutinized over a larger
energy range. ol, and the agreement between ex-
periment and this model, in Fig. 3 is quite satis-
factory.

Another very satisfactory conclusion from Fig. 3
is that the value of (e,«/so) required to make any

deep impurity model fit the data for manganese is
close to unity. Dielectric enhancement of a photon's
electric vector just does not happen to an appreci-
able extent with this impurity. This is not sur-
prising when we note that the various models pre-
dict ground-state wave functions with a character-

0
istic length al, = vaH = 10.1A. Since this is more
than four times larger than the nearest-neighbor
distance in GaAs, manganese is not a truly com-
pact localized center in the tight-binding sense.
The charge distribution corresponding to the wave
function of Eq. (7) places a charge of 0. 79e outside

0

a sphere with the 2. 45-A nearest-neighbor distance
as diameter, while 0. 62e lies outside a sphere of
~~pug 2. 45 A. Thus the bound hole moves most of

the time through regions of space for which the
macroscopic dielectric constant is a valid concept.
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