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The specific heat of nickel-based dilute alloys with the metals of the three transition series have been

measured in the 1.2-10-K range with a precision of 0.1%. The electronic-specific-heat coef6cient

increases per unit impurity concentration at infinite dilution {in mJ/K'mole per unit atomic

concentration) are 4y/df;l = 18, 30, 43, —13 for Ti, V, Cr, Mn, respectively {first series). For the

second series, we found 35, 4&, 40, —1.5, 2.5 for Nb, Mo, Ru, Rh, and Pd. For the third series {Ta,
%, Re, Os, Ir, and Pt) the results are 34, 44, 54, 69, 29, and 14. In the three series, a strong y
increase is to be noticed when the virtual bound state repelled by the impurity potential from the

majority-spin band d f crosses the Fermi level. However, the agreement with the present state of the

theory is only qualitative; it was found that when the virtual bound state sits at the Fermi level, the

d y/dcIo values are much higher than expected. They rerri~i~ important when the virtual bound state is

well above the Fermi level, the expected value being zero in this case. The same qualitative agreement

and quantitative discrepancies between theory and experiment also arise for nonmagnetic impurities in

non-transition-metal matrices.

I. INTRODUCTION

The description of transition-metal impurities
dissolved in strong ferromagnets such as nickel
and cobalt has already been given, at least quali-
tatively, by several authors~: The impurity d
states, hybridized with states of the matrix of the
same symmetry, behave differently, depending on
the strength of the repulsive potential localized
on the impurity cell, which is mainly a function of
the valency difference between the impurity and

the matrix. If the potential is not too strong, the
impurity states merge into the band states of the
matrix. If, on the contrary, the potential is
strong enough, bound levels are extracted from
the band. Their hybridization with the matrix
states leads to a spatial extension, which is larger
if the bound state lies closer to the limits of the
band. The energy of these states is however per-
fectly defined if we restrict ourselves to a non-
interacting d-d model. The energy broadening
comes from s-d mixing (the states are then said
virtual bound states). This broadening is of about
0.5 eV, so that the two bound levels correspond-
ing to Fs, and I'» symmetries merge into a single
virtua1 level with room for five electrons.

Both situations can simultaneously occur in a
strong ferromagnetic matrix, since the Fermi
states then belong to one spin direction only (4).
For the opposite direction (0), the d states are
fully occupied, and lead to a band which is shifted
with respect to the (0) band as a result of the ex-
change interaction between electrons. While the
(4) impurity d states can only merge into the (4)
continuum of the matrix, one may expect the (0)
impurity states either to interact in the same way
with the (0) band, or to yield bound states which

lie higher than the top of the band.
We can draw with reasonable confidence in-

formation about the actual situation for each type
of impurity from saturation magnetic moment
measurements: If Z is the excess positive charge
located on the core of the impurity, it is related
to the Z, and Z, values of the displaced charge in
the (0) and (0) bands by

Z=Z, +Z, (Friedel's rule) .
Since the variation of the magnetic moment per
unit impurity &p. is also related to Z, and Z, by
a linear relation

d, p, —ps(Z, —Z, ),
one can deduce the Z, and Z, values.

For the metals of the first transition series dis-
solved in nickel, these measurements yield the
following results: Z, =0 for cobalt, iron and man-
ganese —4 for chromium, —5 for titanium and
vanadium. We can then conclude that for the last
two metals a fivefold degenerate d virtual bound
level has been extracted and is sitting above the
Fermi level. For chromium, it is only partly
filled with approximately one state out of five being
occupied.

In the second series, similar phenomena take
place, but occur for smaller values of )Z ). This
"period effect, " already described by Demangeat
and Qautier, is due both to the larger spatial ex-
tension of the impurity d states and to the higher val-
ue of the corresponding energy of the free atom.
For ruthenium (Z = —2), Crangle has found Z, =
-2. 5, which clearly proves that the (0) impurity
state sits as a half-filled virtual bound level at the
Fermi level. For osmium (third series, Z = —2),
Z, = —2, indicating again the emptying of the vir-
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tual bound state.
Extra information can also be drawn from trans-

port properties through an analysis of the devia-
tions from Matthiessen's law. As in any transition
metal, the s electrons are the main current car-
riers, but relaxation processes for s, and s, sub-
bands are different. If s, and s, currents are tak-
en as parallel and independent, and if Matthies-
sen's law is obeyed in each subband, one should
not expect it to be obeyed on the whole for the total
current (in this case, conductances are additive,
not resistances). Besides, intraband relaxation
processes between s, and s, , primarily due to
electron-magnon interaction, lead to a mixing of
the two currents with a total resistivity

p, p. +p..(p, + p, )p=
p, +p, +4p, ,

(notice that diffusion of s electrons with spin-flip
by magnons is the main contribution to p„,but is
also present in p, and p, ).

For dilute alloys with noninteraeting impurities,
one can write

po =
puff fM + CPOO y pf' 4

—p

where e stands for the spin direction, p is the
corresponding resistivity term of the matrix, c
is the impurity concentration, and po is the a
resistivity induced by the impurity per unit con-
centration. It is then possible to reach separately
the values for po, and po, , either through the de-
pendence of p upon concentration at a given tem-
perature, or by performing experiments at a tem-
perature for which cpo»p, p„(T=4K), andthen
at a temperature for which p, p, , »cpo (low con-
centration, room temperature), or by working on
alloys including two types of impurities.

A similar analysis of the thermoelectric power
S has been derived by Cadeville and Roussel, '
which leads to the separation of So, and &0, , with

v ksT &inp„l
3 le I eE

In the case of nickel-based alloys, the experi-
ments performed by Fert and Campbell, 6 and Dur-
and and Gautier, ~ show that a maximum value of

po, occurs when the virtual bound state crosses
the Fermi level (as indicated by magnetic moment
measurements): chromium in the first series,
ruthenium in the second, osmium in the third. The
thermoelectric power results are in agreement
with the latter description: So, is negative when

)Z, l &2. 5 (thevirtualboundstate is more than half-
fflied) and positivewhen I Z I & 2, 5' Soy =+ 50 pV/K
for chromium (Z, = —4) and —17 for osmium
(Z, =-2).

More experimental evidence of the above de-

scribed electronic structure can be obtained from
electronic-specific-heat experiments. When the
virtual bound state crosses the Fermi level, we can
expect an increase in the density of states, this
being proportional to the impurity concentration
in the c = 0 limit, and showing a nonlinear be-
havior due to pair or cluster effects at higher con-
centrations. The purpose of this work is to find
these modifications of the density of states at the
Fermi level through low temperature measure-
ments of the electronic-specific-heat coefficient
$0

II. SAMPLES

A. Choice of Alloys

We have investigated dilute nickel base alloys,
the solute atoms being elements of one of the three
transition series. Seven elements only were dis-
carded: scandium, yttrium, zirconium, and haf-
nium, which show a very limited solubility in
nickel, technetium for the usual obvious reasons,
and cobalt and iron which do not show the virtual-
bound-state type of behavior in nickel and have al-
ready been partly studied. ' More extensive ex-
periments on these alloys will shortly be pub-
lished. "

Low enough concentrations were taken to retain
a one phase structure as well as a linear depen-
dence of specific heat on concentration. On the
other hand, the effects had to be accurately mea-
sured by our specific-heat-equipment, which led
us to choose concentrations between 1 and 4 at. %%uo,

with a possible reduction if saturation effects
showed up.

B. Sample Preparation

The base metal we used was Mond nickel
(99.97%), the main impurities being, in wt ppm:
carbon 110; iron, 110; copper, 13; sulphur, 15.
Because of their low concentration the impurities
of the solute metals were of little importance.
Owing to different metallurgical properties, vapor
pressure for instance in the case of manganese,
and the availability of the necessary equipment,
the various samples were fused using one of the
three following methods; electron-beam melting
under 10 -torr vacuum, ;are melting under 300-
torr argon pressure, or induction casting under
argon pressure. The ingots were then annealed
at 1250'C, under a 1 atm pressure of argon, for
1 to 7 days.

C. Sample Control

All the samples were submitted to metallograph-
ic examination, in order to check that no precipi-
tation effects had occurred. Concentrations were
checked by several methods: classical chemistry
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for titanium, vanadium, chromium, manganese,
niobium, molybdenum, tungsten, and tantalum,
and x-ray fluorescence for ruthenium, palladium,
rhodium, iridium, platinum, and osmium. A
further check was made by spectrometric methods
for all the alloys of the first and second series.
But the correlation between classical chemistry
and spectrometric analysis is poor. Besides, the
correlation between any of these two types of anal-
ysis is poorer than the correlation between y and
the values of the nominal concentration as shown

by Figs. (2a} and (2b), which shows that these val-
ues give the best estimates of the actual concen-
tration.

III. CALORIMETER

A. Description

Our instrument is a sophisticated version of the
classical adiabatic calorimeter we described in a
former publication. 'I Three major modifications
have been introduced: (a) The sample is inside a
sealed vacuum vessel, which allows for a very
high, impurity-free vacuum (5x10 ~ torr when
measured at room temperature), obtained by cryo-
pumping. The effect of microleaks is minimized
by an auxilliary vacuum jacket surrounding the
main vessel. (b) We measured the resistance of
the germanium thermometer with a three-wire
alternating-current Wheatstone bridge; the detec-
tion was made through a lock-in amplifier. This
arrangement gives a high temperature sensitivity
(better than 3x 10 ' K) together with a low dissipa-
tion on the thermometer, thus avoiding systematic
errors in the temperature measurements. (c)
The size of the samples was large, which reduced
the effect of spurious heat flows (vibrations, rf
dissipation, imperfections in the dynamic response
of the servo-system which ensures a constant tem-
perature gradient between the sample and its sur-
roundings).

B. Reproducibility

Experiments performed on the same nickel sam-
ple after time intervals of several months give re-
sults which concur to within 0. 1% [see Fig. (1),
related to Sec. IIID]. But the specific heat of nick-

el is high and the sample was chosen to be as big
as possible: Its heat capacity at 50K was 160
mJ/K. For a copper sample of about the same
weight (heat capacity about three times lower at
50 K ), the results varied by 0.3%. The nonre-
producibilities of our apparatus seem better ex-
pressed in terms of heat-capacity fluctuations
superimposed on the main measurement.

C. Calibration

The calibration of a thermometer for a specific-
heat experiment is always difficult to perform with

df f dC~
v'( )=

de c de

For materials of similar specific heat laws,
(1/C, ) (dC, /de) does not differ too much from one
sample to another. Thus to the same approxima-
tion, the p function for an unknown sample can be
reached by performing an experiment on a sample
of known heat capacity. Such a process would also
include systematic errors of another nature.

This type of calibration is adequate for the com-
parison of dilute alloys, whe~e the matrix, in most
cases, has already been studied by previous auth-
ors, and can be used as a specific heat standard.
For nickel, the most precise and recently pub-
lished experimental work is by Dixon et &l. ' re-
interpreted by Bower et al. by using new elastic
constant data. Unfortunately, these authors
worked only in the pumped helium temperature
range (1.1-4.2 K), so no precise calibration is
possible in the 4. 2-10-K range on the basis of a
nickel standard.

We have used Dixon's results on sample II to
calibrate our apparatus, with the following equa-
tion:

Cv = yT+ PTs+ aT

where

a =0.029 mJ/K ~ mole,

(2)

the required accuracy, since an error of 2 mK on
the absolute value of the temperature of the cali-
bration points and an error of 2 mK on the differ-
ence in temperature between two points separated
by about 1 K would for instance lead to an error of
about 0. 3% on C„/Tat 2 K. This would give to
the specific-heat curve a rather wavy shape, with
vague maxima and minima occurring always at the
same temperatures. It is then always necessary
to remove these systematic errors, which might
be taken as a random scatter and overshadow phe-
nomena of minor amplitude, by fitting the results
of a series of experiments on a mell, -known sample
to its specific-heat data. In fact, since we had no
facilities to calibrate properly the thermometer,
we decided to start with its commercial calibra-
tion, which gave systematic errors of about 1%,
and to improve it by using the results of a series
of specific-heat experiments.

Let f(8) = T —8 be the difference between the
true temperature (T) and the measured tempera-
ture (8}. One can show'3 that, if on performing a
heat-capacity measurement the temperature in-
crement &8 and the error function f(8) are not too
large, the measured specific heat can be expressed
by the term C (8}= C,(8)[1+y(8)] where C, is the
true specific heat, and the relative error y(8) is
given by
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P= 0.01848 mJ/K' mole,

y = 7. 024 mJ/K raole.

The preceding values have been chosen by Bow-
er: P corresponds to the acoustic value of the De-
bye temperature 6n (472 K). The aT'ia term is
due to the ferromagnetic-spin-wave specific heat.
For the sake of simplicity, no correction account-
ing for an energy gap due to magnetocrystalline
anisotropy effects as described by Argyle et al. '
has been introduced. n and y have been optimized
through a best fit of Dixon's results. The adopted
value is within 1(P/p of the computed value from neu-
tron data (0.029 instead of 0.032).

Fortunately, sample II has approximately the
same impurity content as ours, and it has the same
origin (Mond Company), which makes us more con-
fident for an identification of both samples. On the
other hand, results for sample I in Dixon's paper
cannot be substituted into Eq. (2) with correct val-
ues for n: The best fit gives o = 0 in this region,
which cannot be correct, and probably indicates
that the spin wave term is overshadowed by another
effect-hyperfine interaction for instance. Un-
fortunately, the absence of any chemical analysis
for this sample makes any physical interpretation
uncertain.

Of course, this procedure is perfectly correct
for the temperature range where Dixon et al. give
their results. At higher temperatures, we cannot
rely on an extrapolation of the nickel low-tempera-

ture law, first because of the inaccuracy of the
method, and second because the phonon specific
heat can only be represented by PT~ for tempera-
tures below 6n/60. Another standard was thus re-
quired for the high temperature range, and we
used the 1965 Calorimetry Conference copper
standard.

One has to be careful when applying the above
method to the correction of nickel experiments on
the basis of a copper calibration, since (1/C)
(dC/d6) values are obviously different. Using Eq.
(1) for copper and nickel, we find hy(8}, the dif-
ference between the p functions for copper and
nickel:

&(o(6) = eN&(8) —(po.(8)

,
1 dC 1 dC

C d8 „,Cd8

f(8) is estimated by a numerical integration of Eq.
(1). It is always less th'an 10 K. &p can then be
computed: Its maximum absolute value, 0. 17%,
is reached at about 6. 5 K. Using the copper sam-
ple to calibrate the apparatus, we obtained the val-
ue for po„in the high-temperature region (4. 2-
10 K} and then deduced y„,.

D. Accuracy

In the low-temperature region (1.2-4. 2 K) we
can claim an accuracy of 0. 1% while in the high-
temperature range, the calibration error can
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FIG. l. (a) CJT vs Tplot (in mJ/K -mol-e; E ) for
nickel ~ and two nickel-vanadium alloys (1.5 & and 3-at. Vo a).
Nickel specific heat, as deduced from low-temperature
values given by Dixon (Ref. 9), has been substracted.
The experimental points for nickel below 20 K2 are dis-
played in Fig. 1(b).
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amount to 0.3%, owing to the scatter of the points
on the copper curve. Figure 1 gives the (Cz/T) vs
T plot for the experiments on pure nickel, per-
formed over a 1-yr period, the nickel standard value
given by Eq. (2) having been subtracted (the values ob-
tained for nickel-vanadium alloys are also plotted on
the same graph}. The error function we used, y(e },
is the one we refer to in the preceding paragraph.
The standard law is well obeyed up to 50 K (7 K},
which corroborates our choice of nickel II (Mond)

as a specific heat standard and confirms the fact
that nickel I used by Dixon should be rejected.

From this plot, we deduced a high-temPercture
value for p [(191+4)x104 mJ/K~mole] which is
consistent, within experimental error with Bow-
er's elastic constant measurements: (185+ 3)
x 10 mJ/K'mole. It will be understood that the
absolute accuracy on the increment of P between
pure nickel and a dilute nickel alloy (1x10
mJ/K mole} will be better than the absolute ac-

curacy of p for one sample (1x 10~ mJ/K' mole)
as a result of calibration errors in the 4. 2-20 K
range. The accuracy on y and 4y is the same;
we give them within an error of 10 mJ/K mole.

IV. RESULTS

Plots similar to Fig. 1 have been drawn for a11
samples, and these show, except for manganese
(see below), a linear dependence of C„/Ton T in
the temperature range where nickel obeys its
standard law. This shows that the nickel spin wave
term is approximately unaltered in the dilute al-
loys we have measured.

On these plots, the increments of the specific
heat parameters &y and &P are given respectively
by the intercept with the C„/Taxis and the slope
of the straight lines which represent the low-tem-
perature limiting law of the specific heat. These
results are given in Tables I(a)-I(c) for each con-
centration and for each transition series.

TABLE I. Increments of the low-temperature specific-heat parameters for dilute alloys for transition metals dissolved
in Ni. c: impurity concentration in, at. %; bp: increase of the electronic-specific-heat coefficient (in mJ/K mole);

phonon specific-heat coefficient increase 4n 10+ m J/K' mole).

b& (mJ/K mole) bP (10 mJ/K mole)

c(at. %)

V

Cr

Mn —0.120

1.5

0.265

0.445

0.635

—0. 215

(a) First series

3 4

0. 535

0. 895

1.285

—0.285

1.5

16

10

12

{b) Second series

c(at. %)

Mo

Pd

0.7

0.235

0. 340

0.200
(0. 5%)

0.4

-0.02

0. 025

1.5
0. 505

0.680

—0. 025

0. 055

2. 5

0. 725

1.235

0. 7

10

(0. 5%)
10

16

1 1.5

22

18

2. 5

28

30

e(at. %)

Ta

Re

Os

pt

0. 335

0.445

0, 56 —0. 59~

0.68

0.26 —0. 29~

0.13—0. 16~

(c) Third series

0.655

0. 80

1.025

1.33

0. 55

0.235

13 24

24

19

19

17.5

Zhese experiments are more scattered than the others; hence a lack of precision on the corresponding parameters.
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For manganese alloys, an upturn is to be noticed
at low temperatures. This behavior is due to the
hyperfine term, the manganese nuclei interacting
with the field created at their lattice sites by the
matrix magnetism. We estimated this term for
each alloy using the nuclear data for manganese
and the values of hyperfine fields on manganese
atoms in nickel-manganese dilute alloys, mea-
sured by NMR. '7 We subtracted from the spe-
cific-heat data the quantity"

Cs=gNke
~

(H )
B j

(H') being the mean-square value of the magnetic
field at the manganese nuclei. This accounts for
field variations from site to site, owing to Mn-Mn
interactions. With this correction, the 1-at. k
curve was fairly linear, but the 2 and 4-at. %
curves retained slight upturns. The deviations
could be analyzed as being proportional to the
square of the concentration, reaching C~T =0. 1
mJK for the 4 at %-sa.mple. The effect is much
too strong to be explained by quadrupolar inter-
actions with gradients due to lattice distortions
induced by manganese neighbors. We must con-
clude that the origin of the effect is magnetic, the
mean-square hyperfine field being stronger than
the value calculated from Streever's paper. Sup-
posing that the extra effect is due to manganese
nuclei with one manganese neighbor, our experi-
ments yield a hyperfine field of 440 kG at these
nuclei. The corresponding frequency is high and
the resonance could have been missed by Streever.
This is not unlikely, since the analysis he gave for
the concentration dependence of the line intensities
is not altogether convincing, and the relative in-
creases he gave for the mean frequency at 4. 2 K
are approximately ten times smaller than the sat-
uration moment relative increases. Anyway, the
manganese alloy specific heat parameters dis-
played in Table l(a) are calculated from corrected
curves, using values of the nuclear specific heat
which ensure the linearity of the C„/Tvs T plots.

The result which is of fundamental interest for
the study of dilute alloys is given by the slope at
infinite dilution dy/dc I 0 of the y-vs-concentration
curves. These curves are plotted in Figs. 2(a)-
2(c) for the three transition-series elements, and
the corresponding slopes are plotted in Figs. (3a)
(3c). For comparison purposes, the latter figures
also show Durand's results' for po„ the residual
resistivity in the (0) band per unit concentration
of the considered impurity.

V. DISCUSSION

A. Period Effect

In the Introduction we have seen, on the basis
of magnetization results, that the virtual bound

state crosses the Fermi level for chromium in the
first series, for ruthenium in the second, and for
osmium in the third. Specific-heat results are in
good agreement with this picture for the first and
third series. For the second, both specific-heat
and resistivity results suggest that the increase of
the density of states at the Fermi level might be

hY

0.5

toy )

(a)

hY (mJ/K mole)

0.5

2

(b)

Pcl

c (at'4)
Rh

hY (mJ/K mole)

0.5

Ta

Ir

Pt

(c)

FIG. 2. Electronic specific-heat coefficient increment
bp (mJ/K2 mole) vs concentration for dilute alloys of tran-
sition metals dissolved in nickel. (a) First series —symbols:
~, nominal concentration; ~, chemical analysis;

spectrometric analysis. (b) Second series: same sym-
bols. The value of the concentration for the 2. S-at. %-Nb
alloy is doubtful. (c) Third series —nominal concentra-
tions.
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& Pot

dQ

40.
Cr

30-
Ta

20-

1O-10

(:o Fe hhn

i 4 5 6

Pt
10 -10

2

'~
'~

S

3 4 5 6

lion

(c)

FIG. 3. Values of po„specific residual resistivity
relative to the transitional impurities in Nickel for the
(&) band (in lcm per at. % impurity) i and low-concentra-
tion values of ~/dc I o specific increment of electronic
specific heat O.n mJ/K~ mole per unit atomic concentra-
tion) v. (a): first series; (b): second series; (c): third
series.

B. Interaction Effects between Impurities

40-

I

i'
'Rh 2

Mo
'.. N

3 4 5 6

(b)

even larger for technetium than for ruthenium.
This is, however, at variance with Cadeville's
thermoelectric-power results, which give So, = 0
for ruthenium.

A nonlinear dependence of y with c is due to in-
teractions between impurities. If we trust the
nominal concentrations of the samples, Fig. 2
clearly indicates that such effects are absent for
all of the first-series alloys, except manganese.
For this element the interaction effects are so
important that earlier studies by Beck~a at rather
high concentration gave a positive value of dy/dc lo,
whereas ours is negative. This curvature could
be related to the peculiar behavior of manganese
atoms, Mn-Ni interactions being ferromagnetic
and Mn-Mn antiferromagnetic. Some reserva-
tions should, however, be kept on this point since
manganese residual resistivity in nickel is linear
up to 5%.

For the second and third series, pair effects do
show up for all alloys, at least when large values
of dy/dc allow for a reasonable resolution of sec-
ond-order ffects. This behavior is different
from that of the first-series alloys and can be ex-
plained by the fact that the radial extension of the
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atomic orbitals is larger for the second and third
series than for the first. This effect remains true
in the nickel matrix, and the perturbations created
around the impurities ~ould interact more easily
for the second and third series. It is worth men-
tioning that deviations to linearity for the impurity
resistivity, with the exception of the case of ru-
thenium, do not show up until 51, which is some-
what different from what we observe in our experi-
ments.

C. Study of dyldcls Values

Here we must remember that both (0) and (0)
bands may contribute to the dy/dc lo values. We
can write dy/dele=ye, +ya, .

l. Alloys with Virtual Bound State Sitting at Fermi Level

In this case, as the virtual bound state induces
a strong y increase, we can identify dy/dc la and

yo, without introducing too important an error. If
we assume that the virtual bound state has a Lo-
rentzian shape and is normalized to five states,
it is possible to give an estimate of its width from
the height of the yo, peak. For chromium, assum-
ing the virtual bound state to be centered on the
Fermi level, we find a maximum width of ~ = 0. 14
eV, using our 43 mJ/K mole per unit concentra-
tion value. This result fits in with Cadeville's
estimate from thermoelectric-power measure-
ments. This is very surprising since the values
for virtual-bound-states widths are expected to
be found between 0. 5 an) I eV. The discrepancy
is even greater if we consider that, for chromium,
only one out of the five states of the virtual bound
level is filled (as shown both by saturation mo-
ments and by the high thermoelectric power mea-
sured by Cadeville), so that the ya, value to be
used should be still higher and the width smaller.
On the other hand, Demangeat has made a cal-
culation from first principles on nickel-chromium
alloys. He found a non-Lorentzian density for the
virtual bound state, with the Fermi level on the
rising part of the curve (in agreement with, Cade-
ville's thermopower measurements). Owing to
the assymmetrical nature of the curve, the den-
sity of states at the Fermi level does not differ
very much from its maximum value, but there is
still a discrepancy by a factor of 8 with our ex-
perimental values.

The results for ruthenium alloys are nearly the
same as for chromium alloys, and the width we
can deduce is then similar. The comparison with
theory leads to similar discrepancies; things would
be even worse in the second than in the first ser-
ies, due to the fact that the virtual bound states
should be broader, the impurity orbitals showing
larger spatial extension and inducing an energy

broadening through an increase of V~ [& =
I V~ la

xns(Et, ) ]. We cannot compare the teidth we find
with thermopower results since the virtual bound
state is half-filled (Z, = —2. 5) and the thermopower
then close to zero.

For the third series, unlike the first, the virtual
bound state remains at the Fermi level for two
elements: osmium (Z, = —2) and rhenium (Z, =
—4. 5). This indicates, as expected, that this
state is broader again for the third series. This
is corroborated by thermopower results, the esti-
mated widths in the Lorentzian approximation
being 0. 3 eV for osmium and 0.5 eV for rhenium,
more than twice the value for chromium. It is
again smaller than the expected value of 1 eV.
Our results do not agree with these estimates, as
we find 69 mJ/K mole per unit impurity for osmi-
um and 54 mJ/Ka mole for rhenium, these values
being even larger than for chromium.

We can on the whole conclude that, when the
virtual bound state sits on the Fermi level, our
measurements yield density-of-states values high-
er than expected, leading to smaller level widths.
This indication is consistent with other types of
experiments: The same contradiction shows up
for dilute solutions of transition metals in non-
transition matrices. An exhaustive study on
aluminium-base alloys by Aoki et af. a (specific
heat, resistivity, magnetic susceptibility, and
superconducting temperature) leads to & = 0. 2 eV.
On gold-nickel, Caroli found &=0.14 eV by re-
sistivity and near-infrared absorption methods.

2. Alloys with Empty Virtual Bound State

This situation prevails when I Z I
~ 5 (vanadium)

in the first series and I Z I
& 4 (molybdenum, tung-

sten) in the two others. In this range, the virtual
bound state being far from the Fermi level, we
shou'id not expect any effect on y. This is not the
case, however, as our curves show that, although
smaller than the "VBS on" values, the dy/dc lo

values are still quite large. One could argue that
for titanium, as Z, =-1, the increase is due to
(0) band effects, but if we compute an estimate
of ya, a,s in Sec. IV C 3, we find —7. 3 mJ/K xmole
(as for cobalt). We could reach another esti-
mate of this (4) band effect through the study of
nickel-copper alloys, ' but the order of magni-
tude of this estimate is too small to give any sat-
isfactory explanation. It is interesting to note
that the po, values are also rather important.
This indicates, as in the preceding paragraph,
that non-d effects show up.

Similar problems arise for the neutron-diffrac-
tion experiments. We know that, in a pure-d mod-
el, the closer the impurity level to the top of the
band, the broader should be the spatial extension
of the magnetic perturbation induced by the im-
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purity. In fact, neutron diffraction does not show

any variation of the spatial distribution of the mag-
netic moment. Again, the experiment cannot be
interpreted within the frame of pure-d effects.

3. Alloys without Virtual Bound State Effects

For manganese we find a dy/dc lo value of —13
mJ/K mole per unit concentration. It should be
interesting to correlate this value with existing
results for other alloys and with the state of the
theory. This was attempted by Gomes and Camp-
bell, ~6 who found a good agreement with their mod-
el for iron and cobalt impurities in nickel, but
failed to explain the positive result for manganese
found by Beck at high concentration. As the result
is in fact negative, it can then be explained in the
following way. Since we have

dy rZ . 2FZ= A+Btan ' sin
dc

0

as deduced from formula (18) in Gomes's paper,
where A and B are parameters which depend only
on the nickel band structure, and 8, is taken as equal
to Z (Z, being neglected). With two experimental val-
ues of dy/dc I 0, it is possible to calculate A and 8 and

to deduce the dz/dc I 0 value for any other impurity.
For cobalt-nickel alloys (Z = —I), dy/dc lo

= —7. 3 mJ/mole K . For iron-nickel alloys
(Z=-2), dp/dc la= —15, as given by Ref. 15. We
can thus deduce a value for nickel-manganese al-
loys (- 12.5) which is very close to the experi-
mental value (- 13). This gives surprisingly good
agreement, since the model accounts only for the
screening in the impurity cell, but fails when

applied to second- and third-series impurities.
Besides, the fit between our values for A and B
and the band-structure parameters as computed by
Demangeat ~ for nickel is rather poor.

D. Phonon Parameters

It has been noticed that when an impurity is re-
placed by a heavier isoelectronic one, the phonon

term increases, this being a trivial mass effect.
Isess trivial is the phonoa-term increase within a
transition series, when an impurity is replaced by
a lighter one. This effect which means that lighter
impurity atoms are responsible for softer modes,
is not clearly understood. It could be explained by
assuming that local cohesion is reduced by empty-
ing (0) levels, allowing for softer local vibration
modes on the impurity.

Alternatively, we remember that, when the im-
purity becomes lighter (within a series), its atom-
ic radius increases. This difference in size in-
duces relaxation effects in the solvent lattice and
the frequencies of some nickel atom modes could
be lowered. In the first model, e~ should remain
approximately constant until I Z I reaches the crit-
ical value, then decrease rather steeply. In the
second one, 8& should vary continuously. The ac-
curacy of our measurements does not allow us to
distinguish between the two explanations.

VI. CONCLUSIONS

The agreement between our specific-heat ex-
periments and the present state of the theory of
transition-metal dilute alloys in nickel is only
qualitative. A hump gf the electronic specific-heat
curve is clearly related to the crossing of the
Fermi level by the virtual bound state, but the
order of magnitude of the effect is systematically
too large. This indicates both a virtual level nar-
rower than predicted theoretically and the pres-
ence of other effects increasing the y coefficient.

A similar contradiction between theory and prac-
tice exists for dilute nontransition base alloys.
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