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A specific model for the origin of ferromagnetism in Fe, Co, and Ni is given, which attributes the
origin of the ferromagnetism to the indirect coupling of the predominately localized d -like electrons
through a small number of itinerant d -like electrons. The model suggests that about 5% of the 3d
electrons are in itinerant bands and 95% are in d bands which are sufficiently narrow that they can
be considered localized. Band-structure calculations and Fermi-surface measurements for Fe strongly
support this model. Many other features of the 3d transition series are discussed and seen to be
consistent with this model. Using this model we give the scaling rules for the three contributions to the

hyperfine fields: H

cp» the core polarization; H ., the 4s-like conduction-electron polarization; and H,,

the volume overlap polarization. We also update the treatment of the volume overlap term and show
that the change in sign of the hyperfine field at Sn in Ni as compared with that in Fe and Co results
from the competition of the comparable-sized H . and H, terms for Sn.

I. INTRODUCTION

The origin of ferromagnetism in Fe has been a
fascinating subject of study! for many decades. It
was originally thought to be due to direct interac-
tions between the Fe atoms, but careful calcula-
tions? carried out in the early sixties and since
have shown that this mechanism is too weak to ac-
count for the observed Curie temperature. An-
other theoretical proposal which gave quantitative
predictions was that the ferromagnetism is caused
by the indirect Coulomb exchange interaction of the
coupling of the spins of the magnetic ions via the
conduction electrons. Zener® originally considered
only the static contribution of the conduction elec-
trons on the magnetization while a number of other
authors* made more complete second-order per-
turbation calculations which included the off-diag-
onal matrix elements. These gave the familiar
oscillatory behavior of the spin polarization as a
function of distance from a magnetic ion. The usu-
al Ruderman-Kittel-Kasuya-Yosida (RKKY) the-
ories calculate the polarization of the conduction
electrons due to s-d exchange. Another type of
mechanism which has also been considered is an
interaction through s-d interband mixing.® The
s-like conduction-electron polarization (CEP) can
be measured through its hyperfine interaction.
This has been done extensively®” and we find in
Ref. 7 that both the Coulomb exchange and inter-
band mixing may give comparable contributions to
the polarization in the region of the nearest neigh-
bor and that whereas the net polarization of the 4s
electrons is around - 0.005+0.01, they are nega-
tively polarized at the first-(N;) and second- (N,)
nearest-neighbor distances. Thus, if this interac-
tion were responsible for the magnetic alignment,
this negative polarization would dominate and would
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align Fe antiferromagnetically. Thus we in-
ferred®® that the ferromagnetism was caused by
the indirect coupling of the magnetic ions through
some itinerant d electrons. We have recently pre-
sented such a model® in more detail and have con-
cluded that the Fe d electrons appear to be about
95% or more spacially localized and 5% or less
itinerant in character. In Sec. II we present this
model in greater detail and show that band calcu-
lations® ! and Fermi-surface measurements!! sup-
port this picture. The model is similar in one re-
spect to that proposed by Friedel et al., !? but very
different in most assumptions and conclusions as
discussed in Sec. II B.

In Sec. Il we describe the model for the origin
of the hyperfine field in Fe, Co, and Ni and its di-
lute alloys and give the scaling rules for each of the
contributions. In Sec. IV we up-date the evaluation
of the H, term and discuss some particular cases
of the systematics of the hyperfine fields. In Sec.
V we discuss the hyperfine field at Sn in Fe, Co,
and Ni.

II. MODEL FOR THE ORIGIN OF FERROMAGNETISM IN
Fe, Co, AND Ni

There is much experimental evidence that the
major portion of the Fe moment is spacially local-
ized. This evidence comes from: (i) specific-heat
measurements'® which gave an entropy associated
with the transition through the Curie temperature
of NkIn 3; (ii) neutron diffuse-inelastic-scattering
experiments'®; (iii) magnetic-form-factor mea-
surements'® where the magnetic electrons are seen
to have spacial distributions very similar to those
calculated for free atoms; (iv) near equality of the
high-temperature moment and the saturation mo-
ment'® of Fe; and (v) the comparison of the average
moment and the average hyperfine field® at Fe nu-
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FIG. 1. Measured polarization of the 4s-like electrons
in Fe (solid curve), The dashed curve indicates that for
the itinerant d-like electrons the first node of the polar-
ization curve must be veyond the N, distance. This re-
quires that % <0.4 (in units of 27/a).

clei upon alloying with small amounts of Si or Al.
Calculations have shown that direct interactions
between the localized moments are too weak? to
account for the observed Curie temperature so the
ferromagnetism is assumed to arise from indirect
coupling of the local moments through the itinerant
electrons in Fe.

The polarization of the 4s electrons has been
measured directly by observing the hyperfine-field
behavior upon alloying. %" The measured polariza-
tion is shown in Fig. 1 by the solid curve and data
points. Although the net polarization is found to
be around - 0.5+ 1%, !" the polarization at N; and
N, neighbors is dominant and negative (opposite to
the Fe moment) and thus would tend to align Fe
antiferromagnetically. Therefore the mechanism
responsible for ferromagnetism was inferred to be®
the indirect exchange interaction of the localized
3d electrons through a small fraction of itinerant
3d-like electrons. Although the RKKY-type calcu-
lations have been made only for s electrons we will
assume here that a similar behavior is applicable
for itinerant d-like electrons at N, distances and
beyond. Indeed, in the asymptotic region we know
that the polarization will oscillate in space as ~1/
kr; however, this is not so obvious in the near-
neighbor region but has generally been assumed to
be so. For distances of about one-half N; and be-
yond it was found that the CEP curves were not very
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sensitive to the wave functions used to describe
the s electrons'®!® so we may be justified in treat-
ing itinerant d electrons like s electrons far enough
out from the origin. Another complication that
arises is that the itinerant d electrons may be quite
polarized, and so again the RKKY calculations
should be extended to polarized electrons. How-
ever, for simplicity, ignoring all these difficulties
and assuming that the d electrons behave in a man-
ner similar to the s electrons for distances of N,
and beyond, an upper limit for the fraction of itin-
erant d’s can be estimated from the argument that
if these give rise to the ferromagnetism then the
first node in the oscillatory polarization curve
must be beyond the N, distance in Fe (since N, and
N, are so close). This is indicated by the dashed
curve in Fig. 1 and since the first node is at 2 xR
~4, 8 for Fe this requires that 2r = 0.4, in units
of 2m/a, where q is the lattice constant. (The &,
value for the 4s electrons was measured to be
0.6.) Another independent estimate of the localized
character was made in Ref. 8 by a comparison of
the saturation magnetization behavior with the av-
erage hyperfine-field behavior for dilute alloys of
Al or Si in Fe. The fraction of itinerant d’s was
estimated from this procedure to be about 5% or
less. Interms of a band picture we interpret this
as meaning that about 5% or less of the d electrons
are in itinerant d bands and about 95% are in d
bands sufficiently narrow that they can be consid-
ered localized.

A. Comparison with Band-Structure Calculations and Fermi-
Surface Measurements of Fe

We now look at band-structure calculations and
Fermi-surface measurements to see if they sup-
port such a picture. In Fig. 2 we show the band
structure of the majority and minority spins for
ferromagnetic iron as calculated by Duff and Das
(DD). ' we expect the bands which are to be iden-
tified with localized states to be somewhat flat and
those which are to be associated with itinerant-
electron states to be paraboliclike. Near the cen-
ter of the Brillouin zone (I') this is indeed seen to
be the case. Near I' the lowest state in Fig. 2 is
due to s-like electrons and is quite parabolic
around I'.  The higher five states are d states and
for each type of spin four of the states are seen to
be quite flat near I" while one has a predominant
paraboliclike behavior (the top f#, band near I').
We can further follow the 4 levels out from I" and
see that indeed they are quite flat over large re-
gions, e.g., between I and P or F all but the two
“parabolic” d bands are quite flat. Where they ob-
tain appreciable curvature appears to be identifi-
able with regions of hybridization between the s and
d bands. Note in particular the minority-spin
bands in the direction I'-P, I'-N, and I'-F. There
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the parabolic-d-like band crosses the Fermi level
before s-d hybridization appears to occur. Thus in
these directions the electrons at the Fermi level
can be interpreted as having predominantly 3d-like
character. In the H direction s-d hybridization oc-
curs near the region where the top #,, band crosses
the Fermi level. This has been interpreted as cor-
responding to the electron lens and hole pockets
that allow open orbits in the H direction!! (see Fig.

3). Table I gives the & values where the parabolic-

like d bands cross the Fermi level from the calcu-
lation of DD.® We have also listed the number of
d-like electrons in the itinerant 4 bands for each
spin direction assuming a nearly-free-electron-
like behavior, so n=(2m/3) (kra/27)® for a bee lat-
tice. There will also be some itinerant d-like
electrons associated with the regions of s-d hy-
bridization. If these contributions are small com-
pared with those from the spherelike volumes
centered around I', we see from Table I that the
DD calculations give about 0. 35 itinerant d elec-
trons per atom, or again about 5% of the d elec-
trons are itinerant. The effective mass of the itin-
erant d’s in the central spheres from the DD cal-
culation is about twice the free-electron mass.
Figure 3 shows the Fermi surface as deduced
from de Haas-van Alphen (dHvA) measurements
by Gold et al.!! The central spherelike surfaces
arise from the paraboliclike d bands and are to be
identified with itinerant &’s. In Table I we have
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FIG. 2. Band structure of Fe by Duff and Das (Ref, 10).

Near T the bottom band is due to s-like electrons. The
higher five bands are due to d-like electrons.

TABLE 1. kp values for the paraboliclike d bands of
Fe (in units of 27/a).

Calc. Expt.
C-N,F _T-P,D r-H r-N (111)
Majority Spin 0.55 0.50 0.56 0.47 0.46
Minority Spin 0.24 0.27 0.30 0.18 0.18
nt 0.3 0.21
n ¥ 0.05 0,01

also listed the measured &, values of Gold et al.
of the central spherelike surfaces. If there were
no s-d hybridization we would expect the Fermi
surface of the s-like electrons to look much like
that of Cu, i.e., a spherical-like surface which
touches the Brillouin zone at the nearest face (at N
for a bec lattice). However, when both s- and d-
type bands cross the Fermi level and are hybrid-
ized, the Fermi surfaces become very complex
and break up into small regions of electron and
hole pockets. This is manifested by the hole sur-
faces near H (see Fig. 3) and the electron lenses
along the axes for the minority spins. The number
of itinerant d-like electrons from the s-d hybrid-
ized regions is difficult to estimate but it is prob-
ably no larger than the number in the central
spherelike regions of 2 space. The number of d
electrons in the spheres centered around T is
0.21 majority and 0.01 minority spins. So the
dHvA measurement also show about 5% or less d
electrons in itinerant states. The good agreement
between the %, values for itinerant d electrons
from the dHvA measurement and the estimate from
the itinerant @’s CEP curve may be quite fortu-
itous or it may be an indication that the shape of
the RKKY -type oscillations is not very sensitive
to the polarization or details of the itinerant @’s
wave function near the nucleus. Thus we see that
the band calculations and measured Fermi surface
do indeed support the picture that the ferromag-
netism in Fe arises from the indirect coupling of
localized d electrons through about 5% of the d
electrons in itinerant d bands. The model indi-
cates a remarkably simple nearly-free-electron
behavior of the itinerant d-like electrons which
has been so successful for depicting the conduc-
tion electrons in nontransition-metal elements.
An interesting result is that Fe appears to be just
barely ferromagnetic. If k; for the itinerant d’s
were much greater it would be antiferromagnetic.
This seems to rule out a purely itinerant 4-band
picture.

As we shall see later in Sec. III the hyperfine-
field data for dilute alloys of Co and Ni indicate
that the s-like CEP curves in Co and Ni are simi-
lar to that of Fe. The estimates of the &k values
of the itinerant d-like electrons needed to produce
ferromagnetism from the d-electron CEP curve
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are about the same as for Fe. For Ni the band-
structure calculations? give bands which are very
similar in appearance to those of Fe except now
the majority bands are full and do not cross the
Fermi level except in the s-d-hybridized regions.
The minority bands appear to hybridize with the

s band before any clearly identifiable d bands cross
the Fermi level. Therefore the k values where

a paraboliclike 4 band crosses the Fermi level are
obscured (see Fig. 4 of Ref. 20), and so no re-
liable estimates of k; are possible. However,
from the similarity of the band structure to that

of Fe it seems reasonable that the number of itin-
erant d-like electrons is again less than about 0. 4
electrons/atom. It is often claimed that Co and Ni
are itinerant-electron ferromagnets, li.e., that
all of the d electrons are itinerant. However, the
usual arguments given to support this contention
really only require a small degree of itinerancy.
The arguments cited by Herring® for itinerancy are
as follows.

(i) The size of the electronic specific heat shows
some of the 3d electrons are itinerant. For Fe,
Co, and Ni the specific heat is larger than that ex-
pected from just the 4s conduction electrons.
However, it is known that there may also be mag-
netic contributions with a linear temperature de-
pendence in the specific heat (at least in alloys) so
that it has not been possible to obtain a reliable
density-of-states interpretation from the specific-
heat data.?' Thus, how much itinerancy is indi-
cated by these measurements is not known. How-
ever, not many itinerant d electrons are required
and the model proposed here appears to give
enough increase in density of states from the itin-
erant d electrons (see Fig. 4) to be in agreement
with the specific-heat measurements.

(i) The nonintegral values of the saturation mo-
ments are attributed to itinerant #’s. This re-
quires at most about 0.5 electrons/atom, which is
consistent with the degree of itinerancy proposed
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FIG. 3. Fermi surfaces
for Fe as deduced from the
dHVA measurements of
Gold et al. (Ref. 11) and
band-structure calculations
of Refs. 9 and 10. The
electron and hole pockets
also exist along the &,
axis but have been left out
for clarity. There may be
more structure near the
Brillouin edges which has
not been seen yet experi-
mentally,

MINORITY SPINS

here.

(iii) For Co and Ni there is a slight nonequality
of the high-temperature moment and the saturation
moment. !®* A measure of the localization is indi-
cated by the ratio ¢,/q, where g, is the number of
magnetic carriers per atom deduced from the Cu-
rie-Weiss constant and g, is the number of carriers

deduced from the saturation moment (=2S). For a
localized moment g,/q,=1, whereas for the most

nonlocal material listed by Rhodes and Wohlfarth
(Pt+1-at.% Fe) this quantity is 8.6. For Fe, Co,
and Ni the values of ¢./q, are 1.05, 1.34, and 1. 46,
respectively, which does not indicate very much
itinerancy. Furthermore, by this type of criteria
we would expect Ni to appear to be the most itiner-
ant of the three ferromagnetics. Since all three
elements have about the same number of itinerant
d electrons per atom and Ni has the smallest mo-
ment a greater fraction of the Ni moment would

MAJORITY SPINS
Fe Co Ni

e
MINORITY SPINS

T

E
FIG. 4. Sketch of total density-of-states curves of
majority and minority spins for Fe, Co, and Ni. The
Fermi levels for Fe, Co, and Ni are depicted by the verti-
cal lines. We have also indicated the density of states
for the itinerate d electrons by the darkened area.
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arise from the itinerant 4's.

(iv) Transport phenomena, in particular, ther-
moelectric-power and high-field Hall and magneto-
resistance?® effects, indicate that some itinerant
d electrons are required. The effects observed in
the latter two experiments are entirely consistent
with the Fermi surfaces depicted in Fig. 3. The
hole and electron structures along the axes of the
minority spins support open orbits as have been
reported in Ref. 22. Thus all the data indicating
itinerant d-like electrons in Co and Ni are consis-
tent with the model given here for the origin of fer-
romagnetism of Fe, Co, and Ni and require only
about 5% itinerant &’s.

The model proposed here is also consistent with
the systematic behavior across the 3d transition-
metal series. On the left-hand side of the 3d tran-
sition series the 3d electrons are bound as loosely
as the 4s electrons. Then as the nuclear charge
increases the 3d electrons become more tightly
bound. At some region in the 3d series some 3d-
like electrons begin to become localized, i.e., be-
tween Cr and Mn. As the nuclear charge increases
further a larger fraction become localized. Thus
the 3d bandwidth becomes narrower per electron
as the nuclear charge increases. This is in agree-
ment with band calculations. Ni appears to have
about nine of its d bands sufficiently narrow to be
considered localized while Fe has about eight local-
ized d bands. Since the ground state of ¢-Mn is
antiferromagnetic® we infer that it has a larger
number of itinerant d-electrons than Fe. (We shall
see that in Fe, Co, and Ni the s-like CEP curve
appears to be quite independent of crystal structure
and so the complex structure of a-Mn is probably
not very important.) Cr has been shown to have
entirely itinerant 3d electrons.®:2* All the ele-
ments to the left of Cr are believed to also have
only itinerant d electrons.

B. Comparison of “95% Local Model” with Completely
Itinerant Model

Let us discuss the differences between the model
proposed here (95% local model) and the model pro-
posed by Friedel et al. 2 (jtinerant model). They
also attributed the magnetic coupling in the transi-
tion metals to itinerant d electrons through RKKY-
type oscillations. The basic difference is that they
assumed all the d electrons were itinerant and then
obtained a “localized” magnetic moment by a boot-
strapping-type mechanism where the moments are
built up by a piling up of electronic charge of one
spin, compensated by an equal local repulsion of
electrons with the opposite spin. This leads to the
RKKY -type oscillating polarization curve. The
condition to obtain these local moments is a high
density of states at the Fermi level, thus the need
for a large number of itinerant d electrons. (In

the 95% local model the local moments arise be-
cause of the natural tighter binding of the d elec-
trons as the nuclear charge increases.) For the
itinerant model the extent of the central portion of
the polarization curve (to the first node) was esti-
mated to be at least of atomic size and to depend
on the average wavelength of electrons (or holes)
in the band. The relevant number to obtain the av-
erage wavelength was taken to be the number of
holes in the d band. In order to obtain ferromag-
netism the extent of the central portion of the local-
ized moment for Fe was then taken to be equal to
the interatomic spacing. For Ni the moment ex-
tent was found to be 2.5 times the interatomic spac-
ing. These results were directly contradicted by
subsequent measurements of the localized-moment
distribution by neutron scattering experiments, 15
where a much smaller spacial extent close to that
of the free atom (~0.4 A) was obtained. As has
been found in the 95% local model, the number of
itinerant electrons needed to make the first node
of an RKKY-like polarization curve fall beyond the
interatomic distance is less than about 0.4 elec-
trons in a band.

C. Variation of Saturation Moment with Alloying—Simple
Behavior of Hyperfine Fields at Fe Atoms in Fe Alloys

In order to understand the behavior of the hyper-
fine fields in dilute alloys of Fe, Co, and Ni let us
consider the variation of the saturation moment
with alloying. Using the band-structure curves for
Fe we can understand the gross features of the var-
iation of the saturation moment of random alloys
of Fe, Co, and Ni with nontransition series ele-
ments. DD have calculated a density-of-states
histogram for majority and minority spins from
their band-structure curves. It is very similar

to many previous density-of-states curves for Fe.
We show a rough sketch of the type of behavior they
obtained for the density of states of the 3d electrons
in Fig. 4. For these considerations a rigid-band
approximation (specifically that the shape of the
d-band density-of-states curves remains constant
and only the Fermi-level position shifts upon alloy-
ing) is adequate so we assume the main difference
between Fe, Co, and Ni is only the position of the
Fermi levels. We have indicated the Fermi-level
positions by the vertical lines in Fig. 4. The split-
ting between the majority and minority spins is of
course somewhat different for Fe, Co, and Ni but
we have ignored this in Fig. 4. The d bands have

a much greater density of states near the Fermi
level than the valence ns and np bands. Thus, upon
alloying, the excess electrons introduced into the
lattice go mainly into the d bands. The number of
excess electrons is usually expressed by AZ,
where Z for Fe is about one and for the solute atom
it is the number of valence electrons, i.e., the
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value of its column in the Periodic Table, e.g.,
Z=3 and 4, respectively, for Al and Si; thus AZ
=2 for Al and 3 for Si. Fortuitously, as indicated
in Fig. 4, the Fermi level for Fe falls at a posi-
tion such that N,(E) is about the same for both type
spins. Therefore, adding nontransition elements
to Fe in small amounts increases the number of
spin-up and spin-down electrons about equally and
the net moment per Fe atom doesn’t change.?® We
thus get simple dilution which is well known to oc-
cur for alloys?® of Fe with nontransition elements.

On the other hand, for Ni the Fermi level is
known to occur at a position such that the majority
d bands are full and the minority-spin bands have
about 0.5 hole/atom. Thus, as already described
by Mott?” in 1935, upon alloying with nontransition
solute atoms the excess AZ electrons go into a mi-
nority-spin band and the change in the moment per
solute atom is proportional to AZ. As is well
known, this occurs in Ni alloys?® with Z for Ni be-
ing about 0.5. Since Co also has almost a full ma-
jority-spin band and a large density of states for
the minority-spin band (see Fig. 4), we expect its
alloys to behave similarily to the Ni alloys. Few
reliable measurements of the saturation magneti-
zation of alloys of Co with nontransition metals
have been made?® but the few that have been mea-
sured behave much more like Ni alloys than like
Fe alloys.

Thus we can understand why Fe is ideal to use
as a host for measuring the CEP curve and why the
nontransition elements cause essentially the same
hyperfine-field shifts at nearest-neighbor Fe
atoms. ?® The solute atoms do not change the differ-
ence in populations of the up and down spins enough
to cause moment perturbations on the surrounding
Fe atoms and thus they look only like holes in the
Fe lattice. We would expect a very different be-
havior for Ni alloys since upon alloying we in-
crease the number of spin-down d electrons and
the number of spin-up d electrons remain fixed.
The rigid-band picture of course only gives the av-
erage behavior; in reality we expect local fluctua-
tions around the solute atom and thus that the Ni
moments surrounding a solute atom would be ap-
preciably perturbed. Such moment perturbations
will be discussed at length in a forthcoming paper.

D. Density of States at the Fermi Level

Having only about 5% itinerant d’s, as opposed to
considering all the d electrons itinerant, can of
course have profound effects on quantities that de-
pend on the density of states at the Fermi level.
For instance, in the analysis usually given for
specific heat, resistivity measurements, and the
polarization of electrons at the Fermi level of the
3d transition series, all the &’s are assumed to be
itinerant and the density of states is taken to be the
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total density of states for the d electrons. We see
from Fig. 2 that the itinerant d’s do not occur over
the whole energy range of the d states, but partially
have a behavior typical of a parabolic band which
does not extend too far below the Fermi level. The
density -of -states behavior expected for the itiner-
ant @s in Fe from the DD calculations is indicated
in Fig. 4 by darkened areas. Thus it looks like
the localized and itinerant &’s may have about equal
density of states at the Fermi surface of Fe. In
particular we see that the itinerant d density of
states does not necessarily follow the total density-
of-states curve. For Co, for example, we would
expect that at the Fermi level the density of states
for the minority spins would be much greater for
the localized electrons than for the itinerant elec-
trons. There is also some itinerant d character

in the s-d-hybridized part of the Fermi surface
that must be considered. Of course for transition
elements with no localized states, like Cr, the it-
inerant @’s density of states and the total density

of states are the same.

It is of interest to speculate briefly on the polar-
ization of the electrons at the Fermi surface. This
quantity has been measured by many experimental
techniques.?® For Fe a polarization of about 50%
spin up was measured. An upper limit of this po-
larization can be estimated by considering only the
central spherelike regions near I' in Fig. 3. The
dHvA data would predict a polarization of [(k})?
= (B2)?)/[(BE)? + (Bh)?]~0.74. Since we also have
polarized s and d electrons from the hybridized
portions of the Fermi surface, the polarization
would be expected to be less than 0.74, but greater
than 0. 34, which would be obtained by including
one unhybridized and unpolarized 4s electron in
the above estimate. For Ni the experimental situ-
ation is very controversial and appears to depend
strongly on the crystallographic direction. Owing
to the more dominant nature of the s-d hybridized
electrons in Ni, it is reasonable to expect more
dependence of the polarization on the crystallo-
graphic direction in Ni than in Fe and difficult to
estimate what the net polarization on a polycrystal-
line sample should be.

E. Spin-Wave Spectra of Fe and Ni

Recently the spin wave spectra of Fe and Ni have
been measured by neutron scattering experiments. 3°
For Fe the spin-wave intensity is seen to drop rap-
idly around 90 meV, corresponding to a wave-vec-
tor change g of about 0.65 A™!, depending slightly
on the crystallographic direction. The excitations
which compete with the magnons are spin-flip ex-
citations (Stoner excitations) with ~90 meV of the
Fermi level. Interpreting this in terms of the
model presented here we can see from the band
structure shown in Fig. 2 that the dominant excita-
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tions of this type are from the spin-up to spin-down
(or vice versa) spherelike itinerant d Fermi sur-
faces centered around I'.  From Table I we see
that the dHvA measurements show this ¢ value to
be k- ki ~0.285 (27/a)=0.63 A"}, in excellent
agreement with the measured value. It appears
that this type of measurement may be one of the
most accurate ways to measure the directional de-
pendence of the k; differences of the spherelike
surfaces centered at I'. Thus the behavior of the
spin-wave spectrum of Fe supports the interpreta-
tion that the spherelike surfdaces are to be associ-
ated with rather pure itinerant d-electron states.

For Ni similar spin-wave intensity decreases
are seen at ~¥90 meV, which corresponds to ¢
~0.45 A"l. An interpretation similar to that for
Fe should apply but unfortunately since for Ni the
s-d hybridization plays a dominant role and the
Fermi surface structure is not as well established
as for Fe, it is difficult to identify the spin-flip
excitations which are competing with the magnons.
None of the recent band calculations lead to much
success in such attempts. 3!

III. MODEL FOR THE ORIGIN OF THE HYPERFINE FIELDS

For the past decade experimentalists have been
measuring values of hyperfine fields at the solute
atom in Fe, Co, and Ni by Mdssbauer, NMR, and
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perturbed-angular-correlation (PAC) techniques. 3
An up-to-date tabulation of the data is given in col-
umns 3-5 in Table II. Here we list the measured
hyperfine-field values at the lowest temperature
measured. See Ref. 32 for these temperatures
and the individual references for data appearing
in1968or before. Laterdata are referenced at the
end of Table II. Where no sign is indicated it has
not been measured. In keeping with the usual pro-
cedure we have listed the measured values in col-
umns 3-5.

The true hyperfine-field values H}f are given by

H,=HY¥ -DM+4n M+H, , 1)

where D is the demagnetizing factor, M is the mag-
netization, and H, is the dipole sum taken over a
sphere surrounding the solute atom. For cubic
symmetry H, is zero. Inpractically all measure-
ments either foils are used or, in the case of NMR,
the domain-wall signal is observed; so D=0. Thus
the quantity 3“17 M should be subtracted from the
values in columns 3-5 to get the true hyperfine-
field values. This has been done in obtaining the
values listed in columns 8 and 10, and elsewhere
as noted. The values of 47 M, are 7, 6, and 2 kG,
respectively, for Fe, Co, and Ni.

The data taken by Mossbauer and NMR tech-
niques are usually quite reliable. However, that

TABLE II. Hyperfine fields at solute atoms in Fe, Co, and Ni (all fields in kG except an,).

1 2 3 4 5 6 7 8 9 10 11
Z  Element HEe HS® o HZMG) -HfinFe HZinFe V,* HZ/HZ, P,
13 Al -55(1) 32(1) 0.5
18° Arc 280(23) 23.9
204 Ca® —100(9) -70(15) <30 0.8 260 —-40 25.9
21 Sc 58 1.0 272 +(7-123) 18 0.007-0.12  0.08
23 \Y% -87 48(1) 7.5(2) 1.4 102 8 8.5 0. 005 0.006
25 Mn 227 140 325(1) 1.8 130 7.39
26 Fe -339 -323 283(3) 2.0 145 7.1
27 Co —288 -216 —120(Q1) 2.2 160 moment 6.6
28 Ni 234 188 75 2.4 174 ‘ 6.59
29 Cu -213 157 —47 2.6 188 7.09
30°¢ Zn® —105(35) 3.0 218 106(35) 9.17 0.035 0.018
31 Ga 110(3) 62(1) 4.0 290 393 11.8 0.10 0.035
33! As® +319(33)  +249(28) +88(10) 7.5 544 856 13.1 0.11 0.031
33€ +145(18) 682 0.09
36h Kr 1500 13 942 2440 27.82 0.19 0.18
39 Y +286(5) 2.4 174 453 16.1 0.19 0.06
40 Zr 90(2) 2.6 188 14.0 0.04
41 Nb —258 —187 -41(1) 2.9 210 10.8
42 Mo —265(5) 150(3) 3.3 239 A‘ 9.4
43®  Tc® —400(160) 3.7 268

- 320(65) moment
44 Ru —500(10) 415(16)  -217°%(5) 4.0 290 8.3
45 Rh —550(10) 392(8) 210 4.4 319 8.27
46! Pd -530 -357 -173 4.8 348 8.89
47 Ag —447(2) ~122(4) 5.2 377 10. 28
48 cde —348(10) —69(15) 6.4 464 109 13.0 0.017 0.03
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TABLE II. (Continued)

1 2 3 4 5 6 7 8 9 10 11

Z  Element HFe HSe HY HZ(MG) -HfinFe HZinFe V,* HZ/HZ P,

49 In —288(6) —33(1) 9.1 660 365 15.7 0. 040 0. 057

50 Sn —81(4) —20(15) +18(10) 12 870 782 16.2 0.065 0.062

51 Sb +230 187(4) +94(2) ~15 1088 1310 18.4 0.087 0.084

52 Te +620(20) 550(50) +195(10) ~20 1450 2060 20.5 0.10 0.10

53 I 1170(16) 19 1377 2540 25.7 0.13 0.16

54  Xe® 1400(200) 22 1595 2990 36. 81 0.14 0.27

55! Cs 273(10) 2.4 174 440 70 0.18 0.60

56™  Ba® —85(14) 3.0 218 126 39 0.042 0.29

72 Hf —300(60)* 7.7 558 250 15.7 0.033 0. 057

728 606(70) —55(70)

73 Ta —656(13) —98(2) 8.3 602 10.9

74 w —643(13) —388(8) —90(25) 9.3 674 24 9,53 0.003

75 Re —660(15) 491! —100(2) 10.8 783 16 9.3 0.0015

76 Os 1130(23) 870(17) 300(6) 12.3 892 8.46

77° Ir ~1395(16) 965(19) —467(3) 13.9 995 moment 8.58

78 Pt —1280(26) 830(17) —340(7) 16.0 1160 ! 9.10

79 Au —1280(26) —797(16) —294(6) 18.5 1340 50 10.2 0.003 0.002

80®  Hg® —440(105) -370(78) —86(22) 21.5 1560 1110 14.8 0. 052 0. 048

81>  TI° —185(70) —90(35) 26 1885 1690 17..24 0,065 0.072

821  20ppe +660(45)  +430(32) +115(15) 33 2392 3050 18.27 0.092 0.083
208ppe +280(70)  +280(70) 125(35) 2670 0. 081

gar  2Mppe +262(5) 2650 0. 080

83F Bi¢ 1180(130) 325(35) 42 3045 4220 21.3 0.10 0.11

838 +160(30)

83t 800 — 1000 390(15)

86"  Rn® ~+900 ~60 4350 5250 42,0 0. 088 0.40

88"  Ra® ~ =220 4.7 341 114 36.5 0.024 0.35

88Y —120(25) —100(30)  —30(18) 214 0.046

90%  Th —310(60) 5.5 399 82 20.2 0.015 0.10

®Atomic weight divided by the density (Ref. 40). The conversion factor from V to the atomic radius is 0.736V!/3,

"H. G. Devare and H. de Waard, Phys. Rev. B 5, 134 (1972).

¢Perturbed angular correlation data.
4M. Marmor, S. Cochavi, and D. B. Fossan, Phys. Rev. Lett. 25, 1033 (1970).
°P. Inia, Y. K. Agarwal, and H. de Waard, Phys. Rev. 188, 605 (1969). Also Tc in Fe of — 320 + 65 kOe by E. Gerdan
et al. (private communication).
fR. C. Chopra and P. N. Tandon (unpublished).
EA. J. Becker and F. C. Zawislak, International Conference on Angular Correlations in Nuclear Disintegrations,

Delft, 1970 (unpublished).

Referenced in f.

"Provisional value obtained by Kolk. Private communication by H. de Waard.

!More recent values by M. Kontani and J. Itok than given in J. Phys. Soc. Jap. 22, 345 (1967).

JR. A. Fox, P. D. Johnston, and N. J. Stone, Phys. Lett. A 34, 211 (1971).
kL. Niesen, thesis (Leiden, 1971) (unpublished). Communicated by H. de Waard.

'H. de Waard and S. A. Drentge, Proc. R. Soc. Lond. A 311, 139 (1969).

"H. W. Kugel, T. Polga, R. Kalish, and R. R. Borchers, Phys. Lett. B 32, 463 (1970). Uncertain value due to lack
of knowledge of g factor.
"P. Steiner, E. Gerdan, and D. Steenken, Proc. R. Soc. Lond. A 311, 177 (1969). This value is claimed to be
more reliable than the PAC value.
°In Fe, C. J. Perlow, W. Henning, D. Olsen, and G. L. Goodman, Phys. Rev. Lett. 23, 680 (1969); In Ni, G. Eksa,

E. Hagn, T. Butz, and P. Kienle, Phys. Lett. B 36, 328 (1971).

PF. C. Zawislak, D. D. Cook, and M. Levanoni, Phys. Lett. B 30, 541 (1969). Shows value for Pb.
9J. D. Bowman and F. C. Zawislak, Nucl. Phys. A 138, 90 (1969). The earlier value of +262 kG was again obtained

in r.

’F. Bacon, H. Haas, G. Kaindl, and H. E, Mahnke, Phys. Lett. A 38, 401 (1972).

SF. C. Zawislak and D, D, Cook, Bull. Am. Phys. Soc. 14, 1171 (1969).

tM.

known,

"I. Plesser, M. Levanoni, and F. Zawislak, Bull. Am. Phys. Soc. 14, 1171 (1969).

Kaplan, P. D. Johnstone, P. Kittel, and N. J. Stone, Phys. Lett. A 41, 315 (1972).
YE. J. Ansaldo, L. Grodzins, and R. Kalish, Phys. Lett. B 30, 538 (1969). Inaccurate since g factor is not well

YE. J. Ansaldo and L. Grodzins, Phys. Lett. B 34, 43 (1971). Values are probably smaller than true values.
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taken by PAC techniques is often unreliable, owing
to the difficulty of knowing the environment of the
emitting nucleus; it should really be supplemented
by channeling experiments. This has been done in
some cases. Therefore, in Table II the data taken
by PAC are denoted by a superscript c andas canbe
seen different workers often obtain different values
by this method. In these cases we have listed all
the different values. The values for solute atoms
of Z>82 are especially in doubt. The values of the
hyperfine fields at solute atoms in Fe, Co, and Ni
are shownplottedinFig. 5. As iswell knownthese
data show two overwhelmingly simple features:
namely, the hyperfine field as a function of Z
shows a regular systematic variation with Z and
the field at a given solute atom in the three hosts
is very nearly proportional to the host moment.
This can be seen clearly in Fig. 5, where the or-
dinates are plotted on scales proportion to the mo
ments and thus the plots for Fe, Co, and Ni look
very similar. We can explain this observed be-
havior with a model which attributes the total hy-
perfine field at any solute atom to three distinct
contributions.

Thus a general model for the hyperfine field at
an atom of atomic number Z in a dilute alloy with
these ferromagnetic metals (assuming no orbital
momentum contribution to the hyperfine field) can
be considered to be composed of three contribu-
tions:

H;=H% +HZ +HZ ,

@)

where H, is due to the polarization of inner core
ls, 2s, and 3s electrons by the magnetic elec-
trons.

H,, is due to the polarization of the 4s-like con-
duction electrons by the moment on the transition
metal atoms; the d-like itinerant electrons of
course have zero probability of being at the nucleus
and therefore do not contribute to the hyperfine
field. This oscillatory CEP has been measured for

Fe and is reliably known out to Ng. We will com-
ment here on the values used in this analysis; they
are listed in Table III. Originally, measurements®
of the hyperfine-field shifts of the various neighbor
shells due to substituting Al or Si for an Fe atom
in dilute Fe alloys were made using the Mossbauer
technique. A careful computer analysis of these
spectra indicated that the spectra had sensitivity to
about four parameters. The parameters used in
this analysis were the shifts of the first four or
five neighbor shells and additivity of shifts was
assumed. The computer generated contour error
maps [Fig. 4 in Ref. 6(b)] which indicated the qual-
ity of fit by the mean-square deviation (MSD). We
found that there was often another minimum in the
MSD when the assignment of shifts due to different
neighbor shells was interchanged. A solution of
the type (N, negative and N positive) like that given
in Fig. 1 was best but the next best solution had N,
small and positive and N; negative. At that time
we decided that straightforward MGssbauer spectra
of this sort could yield no better shift values or
sensitivity since the analysis left out certain fea-
tures that surely exist, e.g., dipolar structure due
to removing cubic symmetry by introducing a solute
atom and magnetic shielding or saturation effects’

TABLE III, Measured values of the hyperfine field
contributions per Fe atom; AH; from the various neighbor
shells, Ref. 7 (in kG).

Shell Ni AH,
1 8 -27.1
2 6 -6.1
3 12 +5.4
4 24 +1.4
5 8 +0,7
6 6 +1.4

[
H§°=§ N,AH,;=—-145 kG
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that remove additivity. The hyperfine spectra of
the dilute alloys was next measured using pulsed-
NMR techniques whose resolution is inherently
about 10 times better® than the M&ssbauer tech-
nique. Unfortunately the second- andthird-neighbor
shifts are so small that even with a computer anal-
ysis the uncertainties due to the dipolar shifts and
nonadditivity still made it inconclusive as to
whether N, was negative and N positive or vice
versa, although again N, negative and N; positive
was the preferred solution in the computer analy-
sis. However, other authors®® preferred the “in-
verted” solution, although none of these authors
carried out a computer analysis which evaluated
the relative “goodness of fit” of the various solu-
tions. The difficulty with the dilute alloys is that
there are too many parameters involved to obtain
an unambiguously convincing solution. For ex-
ample, the number of parameters becomes prohib-
itive if one wants to obtain the shifts due to the six-
nearest-neighbor shells and has structure of the
same order as many of the shifts due to dipolar and
nonadditivity effects. Thus we decided to look at
the ordered alloy system (FesSi) more carefully
since here we have three very different type sites,
each of which is affected by only two of the first

six neighbor shells. With this system we have good
enough sensitivity to be able to measure directly
the dipolar shifts and the nonadditivity effects. The

only question is, does this system behave in a way
such that the results can be extrapolated back to
pure Fe. Many types of measurements [see Refs.
6(b) and 7(a)] indicate that the CEP does indeed be-
have similarly to that of pure Fe and so we feel
confident that the shifts measured in the FegSi sys-
tem, especially for shells of N3 and further out,
are similar to those of pure Fe. The N, and N,
shifts are seen to be unambiguously negative and
positive, respectively, with the latter being of ex-
actly the same value as obtained from the dilute
alloys. Furthermore we will see later that the
sum of the shifts due to the inverted solution gives
an unreasonably high value for the CEP owing to
the surrounding neighbors.

The measured oscillatory polarization may arise
from: an RKKY-type* indirect exchange interaction
between the magnetic ions and the 4s-like conduc-
tion electrons; some s-d interband mixing and hy-
bridization®%; and a charge perturbation®® contribu-
tion. In Ref. 7(b) we concluded that the charge-
perturbation contribution was small and indicated
that the interband mixing and indirect contributions
may be comparable. In recent work¥ it was sug-
gested that the polarization due to the spin and
charge perturbations may be of comparable mag-
nitudes, but as pointed out by Gunnarson et al.%
these calculations neglect correlations between
electrons, and when these are included the dielec-
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tric response effects are reduced considerably.
Furthermore, if the polarization were mainly due
to a charge-perturbation effect we would expect the
shifts to be dependent on the AZ, as originally pre-
dicted in Ref. 36 and also implied in Ref. 37.
Since no such dependence occurs and is not ex-
pected to occur in Fe alloys for a moment-depen-
dent perturbation as discussed in Sec. II B we be-
lieve the main effect is due to a moment perturba-
tion. However, in any case, in this section the
origins of the spin-density oscillations will not af-
fect the conclusions since we use only the mea-
sured values in the analysis. It is convenient to
divide the H,, term into two parts:

H, =H,+H , 3)

where H; is the field due to the s-like CEP from
the moment on the solute atom itself and Hy is the
field due to the 4s polarization at the solute atom
from the moments of all the surrounding host
atoms. For Fe HE®=2, N, A H;, where N, is the
number of atoms in the ith neighbor shell and AH;
is a hyperfine field due to the CEP from an Fe atom
in the ith shell. The AH; values are listed in Ta-
ble III.

H, is a positive field due to the valence ns-like
electrons which remain near the solute ion shield-
ing the excess charge. When the volume of the so-
lute atom is larger than the volume available upon
removing a host atom, the ns-like valence elec-
trons overlap with the host matrix and become
positively polarized by an amount proportional to
the volume misfit of the solute atom. This term
was evaluated and discussed in Refs. 7(b) and 39,
but there is more data available now so we will up-
date that discussion in Sec. IV.

Each of the three contributions dominates at dif-
ferent regions of the Periodic Table. We can eas-
ily see where each term is dominant by consider-
ing a plot of the atomic volume as a function of Z,
as shown in Fig. 6. These values are also listed
in column 9 of Table II. Here the volumes are
given in units of atomic weight divided by density*
on the left-hand scale. The equivalent spherical
atomic radii cubed are given on the right-hand
scale in A%, We will see that the volume available
for a solute atom upon removal of an Fe atom from
an Fe lattice is 10 (in units of the left-hand scale).
Thus the field at the solute atoms with volumes
greater than 10 soon become dominated by the posi-
tive H, term and the general shape of the hyperfine-
field curves in Fig. 5 is very similar to the atomic
volume curve of Fig. 6. Inthe regions near the
latter part of any d transition series (see the Fe
curves in Fig. 5) the d transition-series solute
atoms tend to develop a moment. Thus in these
regions the H,, term may become dominant. There
are also solute atoms which develop no moment
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FIG. 6. Variation of atomic volume with atomic num-
ber. Left-hand scale is the atomic weight divided by the
atomic volume. The right-hand scale is the atomic radius
cubed in A%, The conversion factor is 7,=0.736VL/3,

and whose volume is small enough so that they fit
into the host matrix with no volume overlap. For
these solute atoms, since H,,, H;, and H, are all
zero, the measured hyperfine field is just Hg.
These atoms are shown on Fig. 5 by the arrows
marked J in the Fe data. The hyperfine-field val-
ues for these solute atoms are thus of great signifi-
cance since they are a direct measure of HZ. In
order to compare these values with the measured
value of Hi (- 145 kG) we need first to determine
how each of the hyperfine-field contributions scale
with solute atom and host.

a. Scaling ochi term. For a solute atom of any
nd transition series, since the series has essen-
tially the same atomic core, Hg, will simply be
proportional to the moment of the solute atom, i.e.,

HZ=p, HY | (4)

where H ’c'g is the hyperfine field per Bohr magneton
due to the core s electrons of the nd transition se-
ries. Inparticular, for solute atoms of the 3d tran-
sition series referenced to the core polarization of
Fe we have

HZ = (b, /pp) HY . (5)

b. Scaling of HZ term. Since the hosts Fe, Co,
and Ni all have essentially the same atomic vol-
umes (see column 9 of Table II) the overlap of any
solute atom in these hosts is about the same.
Therefore the polarization of the outer ns electrons
and thus HZ will just be proportional to the mo-
ment of the host, u,; thus

HI "=,/ ppg) HE e (6)
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c. Scaling of HZ, term. For solute atoms that

develop a moment we see from the similar shapes
for the three hosts in Fig. 5 that the hyperfine field
is usually proportional to the host moment. There
are notable exceptions, however, e.g., Mn and Fe
in Ni have especially large hyperfine fields, but
these do not concern us here. The majority of so-
lute atoms do not develop a moment and for these
Eq. (1) becomes simply

H,=HE+HL .

For these solute atoms H, is indeed observed to be
proportional to the host moment in very dilute al-
loys (see Fig. 5). However, now two possible ex-
pressions for Hf arise. Since HZ is proportional
to the host (Fe, Co, or Ni) moment this means HE
is also proportional to the host moment. The first
possibility that is consistent with the experimental
results is that for pure Co and Ni

H§°'“‘=(#CQN1/MF9)H%’ (7a)

However, considering any solute atom in a particu-
lar host 4, there is another multiplying factor”3%°
due to the 4s electrons taking on the character of
the valence s electrons of the atom at whose nucleus
the hyperfine field is being measured; thus

HE 2 /HY) Y ®

where HZ, is the hyperfine coupling constant of
atom Z; i.e., it is the hyperfine field at a nucleus
of atom Z due to one polarized ns electron. We use
the hyperfine coupling constants given in Ref. 32;
we found them to be very reliable, as discussed in
Ref. 7. These values are listed in column 6 of Ta-
ble II. Thus in analogy with Eq. (8) we might ex-
pect that Eq. (7a) should also include the factor
H$N/H e so that

HE ™ = (HE ™/ HE oo s/ e HE . (70)

Here we have implicitly assumed that there are an
equal number of 4s conduction electrons in pure

Fe, Co, and Ni, which is not true. Another multi-
plicative factor could be put in to take this into ac-
count. [There is no factor involving the number of
s conduction electron in Eq. (8), since for very di-
lute alloys this number is the same for the solute
and host atoms. ] Since Fe, Co, and Ni all have dif-
ferent structures and numbers of conduction elec-
trons and the experimental data mainly show strong
trends and not details to great reliability, weare not
justified in assuming that the CEP behavior in Co
and Ni is exactly like that in Fe, as is implicit in
Eq. (7b). We canonly concludethat its behavior is
similar to that in Fe as is indicated by Eq. (7a).

A. H, Only Cases

Here we wish to consider those solute atoms
whose hyperfine fields come from only the Hy
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term. From Table II we see that the more accu-
rately measured solute atoms that best fit this cat-
egory are Cu, Ag, and Au. Using Eq. (8) and the
corrected hyperfine-field values at Cu, Ag, and Au
[subtracting (47/3) M, from the values in columns
3-5 in Table II] we can obtain values for H® ¢
and compare them to these quantities obtained in
other ways. These values are listed in Table IV.
Ag and Au may have a small H, contribution and
we have indicated this correction in Table IV. We
can compare the HE® values directly with that ob-
tained by summing over the measured CEP curve.’
This gave — 145 kG, as listed in the last row in Ta-
ble IV. We see that this value agrees reasonably
well with those obtained from Cu, Ag, and Au in
Fe. We can also calculate the values of HF>™ ob-
tained from the CEP curve of Fe using Eqs. (7a)
and (7b). These are also listed in the last row of
Table IV and again agree well with the H§° M oyal-
ues obtained from Cu, Ag, and Au. Notice that
using Eq. (7a) or (7b) makes little difference since
H[»CoM are quite similar. This agreement ob-
tained from both types of extrapolation gives an
internal consistency check on the model for the
origin of the hyperfine field. The value of HE® ob-
tained from an “inverted” solution®* discussed earl-
ier is between — 240 and - 275 kG and would lead
to HE® ~ - 220 kG and H}' ~ -85 kG. These do not
agree at all weil with the values obtained from the
Hy only cases. This further indicates that the in-
verted solution is not the correct solution.

The important implication of the scaling of the
negative Hy values according to Eq. (7) is that the
behavior of the CEP curve in all three hosts must
be quite similar; i.e., they all have a large nega-
tive region around the nearest-neighbor distances.
It is not obvious a priori that the CEP curves for
Co and Ni should be similar to that of Fe since they
all have different lattice structures and numbers
of 4s conduction electrons. But apparently the
structures and number of 4s conduction electrons
are not sufficiently different from Fe to appreciably
change the CEP behavior. As we shall see, the
similarity of the CEP curves also requires that the

TABLE IV, H{®¢»™! obtained from Hy only cases
(all values in kG).

Element HE® HE° HY!
Cu —169 (=) 138 —45
Ag? —175 to - 180 —57 to — 59
Au® —~139 to —143 —-95to — 99 -38to —40
From CEP Eq. (7a) 145 -112 -40
curve  Eq. (7b) T 123 - 48

%Ag may have H, contributions of HI®=15 kG, H)' =4
kG.

YAu may have H, contributions of Hf°= 37 kG, Hff°=29
kG, H¥ =10 kG.

MARY BETH STEARNS

| o

T

Bptr)= [F(q) X(q) cosq-T d°q

Ap (r) (IN ARBITRARY UNITS)

||l||l
5 10 15

2kFr

1 1 1 1 l

FIG. 7. Dependence of spin-density oscillation upon
the extent of the magnetic ion’s wave function.

moments of all three hosts have a very similar
spacial localization.

B. Spacial Localization of Co and Ni Moments

We can argue that in order for the CEP curves
of Fe, Co, and Ni to have similar shapes and mag-
nitudes per Bohr magneton, as indicated above,
the spacial extent of the moments of Fe, Co, and
Ni cannot be appreciably different. We represent
the 4s-like electron spin-density oscillation Ap(7)
by the form-factor representation® as

ap(r)~ | F(q) xolg)cos (d- F)d’q , )

where F(q) is the form factor of the host atoms.
Xo(g) is the spin susceptibility of a noninteracting
electron gas,

Xo(@) =%, [+ ((1 = x3)/4x) In| 1 +x)/ (1 - 9] ,
(10)

where x, is the Pauli susceptibility, x= q/2kp, and
kp is the wave vector at the Fermi surface (~1.3
x10% cm™ corresponding to n,~1 for Fe). We
show the results of such calculations in Fig. 17,
where we have used F(q) = %% with the value of
B determined from neutron scattering experi-
ments. ® This value of B corresponds to the radial
width 7, of the moment of 3d electrons being about
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FIG. 8. Polarization at a solute atom due to volume
misfit in an Fe matrix as a function of atomic number.
The data points and solid curve are the derived polariza-
tion, HZ/HZ. The dashed curve is the calculated polar-
ization from the volume-misfit model.

at 0.4 A. We see from Fig. 7 that an expansion

of the 3d radial extent by 0.2 A would decrease the
main negative oscillation by about 40%, whereas

an increase of width by about 0.6 A leaves no CEP
oscillations. The result that the spacial extents

of the moments in Fe, Co, and Ni are very similar
was of course already well known from the magnet-
ic-form-factor measurements by neutron scatter-
ing experiments, !* where it was found that the form
factors of Fe, Co, and Ni varied by less than 10%
and are very similar to those calculated for free
atoms. The above argument does not depend on the
detailed form of xo(q). The same conclusion can
also be reached by considering that a spread out mo-
ment would lead to a superposition of a number of
oscillating CEP curves of the form shown by the
solid curve in Fig. 7, each originating from a re-
gion of the spread out moment. Such a superposi-
tion of oscillating curves always tends to wash out
the oscillations and thus for a wide enough moment
spread the oscillations will disappear entirely.

IV. EVALUATION OF THE H, TERM

We wish here to up-date the data and analysis
given in Ref. 7. From Eqs. (1) and (2) we see that
for solute atoms that do not develop a moment

H,=H%+HZ .

For an Fe matrix, HZ is obtained from Eq. (8),
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HE=(HZ/H{OHE .

We tabulate the values of — HZ obtained in this way
in column 7 of Table II. We then obtain HZ(= H[®
— HZ) and tabulate these in column 8 of Table II.
Here HE® has been corrected by subtracting (4m/
3)M, from the values in column 3.

We can then obtain the polarization of the outer
ns valence electrons by dividing HZ by HZ. (This
assumes that on the average one excess ns electron
is left in the vicinity of the solute ion.) These
polarizations are tabulated in column 10 of Table
II and are plotted in Fig. 8 as the data points. We
now wish to compare these derived polarizations
with those obtained by the volume-misfit model.
Most of the solute atoms have two outer ns valence
electrons. (We discuss the cases which have only
one later.) Let us assume that on the average one
of the two ns electrons remains near the solute ion
participating in the shielding of the excess charge
at the solute ion. This ns valence electron be-
comes polarized by an amount proportional to the
volume misfit of the solute atom in the Fe matrix,
i.e., V,-V,, where V,is the volume available to
the solute atom upon removing an Fe atom from the
lattice. Thus we have

P,,(Z): C(Vz - Vo) . (11)

We evaluate C and V| by fitting Eq. (11) to the de-
rived polarization (HF¢/HZ) listed in column 10.
We find V=10 in the same units as used in column
9. This corresponds to a spherical volume whose
radius is 7y=1.58 A. Inthe units corresponding

to those in column 9, Cis 0.01, which corresponds
to a spherical volume with a radius of 3.4 A. Thus
it looks like a hole with a spherical radius of 1.58
A is available to the solute atom upon removing an
Fe atom. If the solute atom had a radius of 3.4 A
its remaining ns valence electron would appear to
be completely polarized. The C value is somewhat
arbitrary since we have assumed that the shielding
of the excess charge was done by one ns valence
electron (any np electrons of the solute atom may
also participate in the screening but they contribute
very little to the hyperfine field). If the average
number of shielding ns electrons were m then the
polarization and C would be changed by a factor of
1/m.

The values calculated from Eq. (11) are shown
as the dashed curve in Fig. 8. We see that this
model fits the gross features of the data very well
although there are some data that deviate quite a
bit from Eq. (11). In particular,the rare gases and
alkali metals might be expected to deviate since
the outer ns electrons of the rare gases are bound
rather tightly and the alkali metals only have one
outer ns valence electron. Thus these values are
expected to be low, and are by a factor of 2 or 3.
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The other areas of large deviation are near z =30
and z=85 or greater. Most of the values in these
regions were determined by PAC methods, where
as we have mentioned, the values may be very un-
certain owing to the uncertainty of the environment
of the decaying nuclear species. The values for
z>85 are especially unreliable. However, for the
elements in the region z=30-36 we may be observ-
ing real deviations from the model for H,. In par-
ticular, the field at As has been measured quite
extensively. We see that in this region the polar-
izations obtained from the experimental data are
about a factor of 3 greater than those obtained from
the volume-overlap model. It may be that here the
d levels of the solute atoms are so close to the
Fermi level of the hosts that they cause a reso-
nance state (virtual level) in the 4s-p bands. This
could lead to an enhancement of the 4s-electron
density which is shielding the excess charge on the
solute atom and thus an increased H, term. We
should expect some deviation from Eq. (11) due to
specific details of the wave functions of the solute
atoms since the overlap model is very simple in
that it only considers an average atomic radius.
Actually the simple volume-overlap polarization
fit is quite striking since it represents the gross
features very well and occurs over polarizations
that vary by more than two orders of magnitude.

The fact that in general the simple overlap model
works so well over most of the Periodic Table in-
dicates that effects such as calculated in Refs. 37
and 38, i.e., producing a spin polarization due to
an excess charge in a polarized electron gas, are
not important. It appears that there is no addition-
al polarization of the host in the region surrounding
any solute atom since the HZ term is obtained by
the usual scaling of the H., term as given by Eq.
(8).

The above treatment has only been given for an
Fe matrix. A similar treatment for Co and Ni ma-
trices works well also, but as seen in Table II we

TABLE V. Hy and H, for Sn and Tl in Fe, Co, and Ni
(all values are in kG).

Host Fe Co Ni

Hy® - 870 -611 -198
HS® +782 +604 +214
o -88 -7 +16
e - 88 ~26 +16
HE! -1885 -1324 —-429
HI +1693 +1308 +462
HTL -192 —-16 +33
HIL. —192(70) — 96(85) oo

STEARNS

|

have much less data available for these hosts.

V. VARIATION OF HYPERFINE FIELD AT Sn AND T1 IN Fe,
Co, AND Ni HOSTS

There is a well-known case of change in sign of
the hyperfine field at an Sn solute atom which this
model explains very well.

We see from Table II that for Sn in Fe the hyper-
fine-field contributions from H; and H, are large
and of opposite sign. Thus we have a case where
the total hyperfine field has the possibility of
changing sign with host. In Table V we list the
individual contributions to the hyperfine field at
an Sn atom as obtained by scaling the values of Hy
and H, in the Fe host to Co and Ni hosts by Eqgs.
(8) and (7a). We see that the calculated values for
the total field (Hy +H,) agree satisfactorily with
the measured values and the change in sign of the
hyperfine field at Sn is due to the opposition be-
tween the comparable values of H ,s;" and H®,

Since in Sec. IIC we mentioned that for Co and
Ni the host atoms near a solute atom would be ex-
pected to have moment perturbations we must fur-
ther justify using the scaling, Eqs. (8) and (7a),
to obtain Hy and H, in Co and Ni. The majority
bands are believed to be full for Ni and nearly full
for Co. Thus upon alloying these hosts with non-
transition elements, mainly the minority bands
receive the added valence electrons. On an atomic
scale this would be manifested by the moment on
the Co or Ni atoms surrounding the solute atom
having their momentsdecreased, ashasbeen seenin
neutron experiments. ¥ Such a decrease would de-
crease the Hy and H, values proportionally. How-
ever, these moment decreases are small and since
both Hy and H, are proportional to the moments, to
first order, their sums would be the same, so we
show HZ, =Hy +H, in the third row of Table V. A
correction to the Sn values in Co and Ni by a factor
of 1 -Apu, where Ap is some average of the mo-
ment changes in the first few neighbor shells,
would change the magnitude a little but not the
signs of the resultant calculated fields.

Another solute atom where this might happen is
Tl. The calculated values for Tl, again scaled
from an Fe host, are also listed in Table V. Un-
fortunately the field at T1 in Ni has not been mea-
sured, but we expect it to have changed sign from
that in Fe and Co and to be small and around + 33
kG.

VI. CONCLUSIONS

We have presented a model for the origin of fer-
romagnetism in Fe, Co, and Ni which attributes
the ferromagnetic coupling to the indirect coupling
of the predominately localized moments through a
small fraction (~5%) of itinerant d-like electrons.
Since neither a direct interaction nor an indirect
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interaction through.the 4s electrons is capable of
producing a strong enough coupling to cause the
ferromagnetism of Fe, the most plausible mecha-
nism left is an indirect coupling through itinerant
d electrons. It is reasoned that for this coupling
to be ferromagnetic the k values of itinerant d
electrons responsible for the coupling must be
small, indicating a small number of itinerant 4’s.
We show that hyperfine-field data, Fermi-surface
measurements, and band calculations support this
model. Moreover, upon reviewing many types of
experiments which have been interpreted to indi-
cate itinerant d electrons, we find that they are
all consistent with the small degree of itinerancy
proposed here, and furthermore many of them
even indicate only a small degree of itinerancy.
We also give a model for the origin of the hyper-
fine field in these metals and their alloys and give
scaling rules for each of the three contributions.
This model is applied to evaluate various param-
eters which occur in the different contributions of
the hyperfine field and to show that the change in
sign of the hyperfine field at Sn in Fe, Co, and Ni
matrices is due to the competition between the two
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large comparable terms of CEP and volume over-
lap which comprise the hyperfine field at Sn.

The approach that arises from considering hy-
perfine-field data is that moment perturbations are
the more fundamental in determining CEP oscilla-
tions. The large spatial extent which sometimes
occurs in host-moment perturbations (each mo-
ment is mainly localized but the individual moment
perturbations fall off with distance from the solute
atom) upon alloying arises naturally from the spa-
tial extent of the itinerant d-like CEP. Generally
this spatial extent is expected to be larger (for a
small number of itinerant 4’s) than the usual spa-
tial extent of charge-screening oscillations. The
charge perturbations are considered to be unimpor-
tant or secondary in producing moment perturba-
tions. However, other effects, e.g., the volume-
overlap terms, are due primarily to charge per-
turbations in the sense that they arise because of
charge screening. The small spatial extent of the
charge perturbation confines the H, term to depend
mainly on near neighbors. Moment perturbations
will be discussed extensively in a forthcoming
paper.

*Various portions of this paper have been presented at the Con-
ference on Hyperfine Interactions in L’Aquila, Italy, 1972
and Conference on Magnetism and Magnetic Materials,
Denver, Colo., 1972.
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